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Medical image analysis technology based on deep learning has played an important role in computer-aided disease diagnosis and
treatment. Classification accuracy has always been the primary goal pursued by researchers. However, the image transmission
process also faces the problems of limited wireless ad-hoc network (WAN) bandwidth and increased security risks. Moreover,
when user data are exposed to unauthorized users, platforms can easily leak personal privacy. Aiming at the abovementioned
problems, a systemmodel and an access control scheme for the collaborative analysis of the diagnosis of diabetic retinopathy (DR)
are constructed in this paper. (e system model includes two stages of data cleaning and lesion classification. In the data cleaning
phase, the private cloud writes the model obtained after training into the blockchain, and other private clouds use the best-
performing model on the chain to identify the image quality when cleaning data and pass the high-quality image to the lesion
classification model for use. In the lesion classification stage, each private cloud trains the classification model separately; uploads
its own model parameters to the public cloud for aggregation to obtain a global model; and then sends the global model to each
private cloud to achieve collaborative learning, reduce the amount of data transmission, and protect personal privacy. Access
control schemes include improved role-based access control (RAC) used within the private cloud and blockchain-based access
control used during the interaction between the private cloud and the public cloud program (BAC). RAC grants both functional
rights and data access rights to roles and takes into account object attributes for fine-grained level control. Based on certificateless
public-key encryption technology and blockchain technology, BAC can realize the identity authentication and authority
identification of the private cloud while requesting the transmission of model parameters from the private cloud to the public
cloud and protect the security of the identity, authority, and model parameters of the private cloud to achieve the effect of
lightweight access control. In the experimental part, two retinal datasets are used for DR classification analysis. (e results show
that data cleaning can effectively remove low-quality images and improve the accuracy of early lesion classification for doctors,
with an accuracy rate of 90.2%.

1. Introduction

With the development of digital medicine and machine
learning, more and more e-health systems are favored by
academia and industries. Due to the digital nature, much

medical data need to be stored electronically and shared
through cloud platforms for higher quality and broader
applications. (e medical image analysis process is usually
based on the identification of doctors or experts. Still, it is
easy to cause visual fatigue, which leads to a decrease in
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identification accuracy. Deep learning algorithms, especially
convolution neural networks, can automatically learn more
specific features to improve classification accuracy. (ere-
fore, it has quickly become a research hotspot for analyzing
medical images [1]. However, the amount of image data will
affect the model training accuracy and it is not easy to gather
all the photos of all hospitals together in reality. Scholars
have proposed deep collaborative learning to improve the
classification accuracy and applied it in medical image
analysis [2]. However, in these medical image data pro-
cessing systems with independent private clouds, user data
are easily exposed to illegal users [3]. Access control set of
access rules can ensure that authorized users can access
resources and unauthorized users cannot access them to
solve the problems of data security and privacy leakage [4].

In the past, people have used deep learning or collab-
orative deep learning algorithms to analyze medical images.
A feature transfer network and local background suppres-
sion-based method for microaneurysm detection, for ex-
ample, is proposed in literature [5]. A deconvolutional
neural network, on the other hand, is proposed in literature
[6]. Using morphological opening and closing operations,
reference [7] can get rid of isolated noise points. To make
training and test sets, for example, a method of comparing
the size of each picture is used. As an example, the literature
[8] came up with a collaborative deep learning model to help
people figure out which lung nodules are malignant and
which are not, even though they have limited chest CTdata.
(is model is based on multiview knowledge [9] based on
two collaborative convolutional neural network models; this
section proposes an automatic segmentation algorithm for
shoulder joint images that can accurately segment the gle-
noid and humeral head in shoulder collective images [10].
(is section proposes a segmentation learning method for
deep learning of healthcare collaboration. However, the
existing deep learning and collaborative deep learning al-
gorithms only think about how to make models. So, it does
not take into account how data cleaning and classification
work together, which will lead to low data quality. (ere are
also issues with personal privacy and data security.

2. Related Work

Scholars have come up with a variety of ways to keepmedical
data safe and private. For example, in literature [11], there is
a way to control access to medical images by using a two-
layer system. S. M. Islam and others came up with a risk-
based access control model that changes as people get more
or less access. Role-based access control (RBAC), attribute-
based access control (ABAC), and blockchain-based access
control are some of the most common access control models
(blockchain-based access control, BBAC). RBAC uses the
user’s role to set a security policy and the procedure is
usually linked to the user’s job. (is is common in a hospital
information system (HIS) that is used in the real world.
Literature [11] came up with a way to control access to a
cloud infrastructure-as-a-service based on roles. N. Weng
and his team came up with a way to get reasonable fine-
grained access control. (ey came up with the attribute-

based controlled collaborative access control (ABCCCC)
model. (e data owner chooses a group of people to col-
laborate with. In [12], attribute-based fine-grained access
control encryption is designed to mark ciphertexts with
attribute sets so that only certain people can read them.
Because of the blockchain’s decentralization and immuta-
bility, it is a good idea to use it to solve problems with
electronic medical records’ interoperability and security
[13]. Blockchain-based access control methods have been
used in some medical information systems before. In [14], a
design that is both scalable and robust is shown. It uses
blockchain technology for access control. It uses a discrete
wavelet transform method to make it more secure. Block-
chain was used by O. Oktay et al. to keep patient health
records safe and private, which solved the problem of losing
control when encrypting data [15]. Some works do not pay
attention to how fine-grained access is at the attribute level.
For BBAC, many pieces do not pay attention to the fact that
they are lightweight. So, the performance and scalability of
their scheme are limited by complicated consensus mech-
anisms that take a lot of time.

Two access control schemes are proposed in this paper to
keep people from getting their hands on medical data
without permission. One is an improved role-based access
control (RAC) scheme and the other is a blockchain-based
access control (BAC) scheme. RAC is based on how im-
portant a role is, with attribute-level constraints from
available permissions and data permissions that keep people
who are not supposed to be able to access the HIS from doing
so. BAC uses blockchain technology to keep third-party
trusted third-party authorities out of the distributed network
architecture, which does not need them. Access control
policies use a lightweight certificateless public-key encryp-
tion algorithm to protect medical data’s security, as well as to
cut down on the amount of data that needs to be sent. So that
other systems used are more secure and have enough
bandwidth, because most of the HIS’s functions are done on
the local network. For example, when using the system
functions on a LAN, the role-based access control scheme is
used. (e lightweight access control scheme based on
blockchain, however, is used when using system functions
for WAN.

3. Deep Learning for Classification

(e quality of clinical medical images is uneven and low-
quality color fundus images mainly have problems such as
low contrast, overexposure, and noise in the picture. (ese
low-quality images significantly increase the difficulty of
diagnosis for ophthalmologists and even cannot distinguish
the types of lesions in the early stage of DR, such as bleeding
spots and hard exudates. At the same time, when using
computer technology to detect DR lesions automatically,
low-quality color fundus images will significantly interfere
with the training process of the detection model, so that a
model for accurate detection of lesions cannot be trained.
(erefore, culling these low-quality images in the data
cleaning stage can significantly improve model detection. In
this paper, the CNN model is used to detect low-quality
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photos. (e model structure is shown in Figure 1, and the
model parameters are shown in Table 1. In this paper, the
model in [16] is used to detect bleeding points and hard
exudates in fundus images, and the detection effect is better
than most of the existing methods.

4. Experiments and Result Analysis

4.1. Comparison of RBAC Schemes. Table 2 lists some role-
based access control models and compares them with the
RAC model in this paper in terms of attribute-based, flex-
ibility, and dynamism. (e RAC model proposed in this
paper can be flexibly configured when controlling data
domain access. Different levels of roles can realize data
access in different scopes. Functional operations can be
increased or decreased according to business needs. It has
the characteristics of flexibility, dynamism, and scalability. It
has been applied in practical projects and proved available
and convenient. In addition, RAC enables fine-grained
access control based on attributes. As shown from Table 2,
RAC is superior to ABCCC, E-RBAC/SAT-RBAC, and
ABAC-IaaS in terms of whether to support attribute-level
power, flexibility, dynamism, scalability, multilevel security
control, and model security.

4.2. Comparison of Running Time in BAC. (e runtime
comparison tests were done on a computer with the Win-
dows 10 operating system that had a 2.9GHz Intel(R)
Core(TM) i7-7500U, 8Gb RAM, 128Gb SSD, and 1 Tb
HDD. IDEA 2018.3.1 Ultimate Edition was used to write the
code. Encryption and decryption, as well as signing and
verifying, are based on ECIES and ECDSA. In Secp160r1, we
use the parameters in Secp160r1 (SEC2) as a guide for the
security strength of ECC with 160 bit keys.(e algorithm for
symmetric keys in Encrypt is 128 bit AES. If you want to
figure out how much time it takes to do arithmetic oper-
ations like hashing and symmetric cryptography, you usually
look at the number of scalar multiplications and the running
time of each one (a scalar multiplication running time the
average is about 0.81ms).

In the BAC scheme, PE is encrypted/decrypted, signed,
and authenticated with BL-CL-PKC. Compared to the lit-
erature, it encrypts L-CL-PKS and PKE with the literature
[21–23] and PKS with the literature [16, 24–26], [27–29].
Figure 2(a) shows how long it takes the algorithm to do
encryption and decryption on PE. (e figure shows that the
algorithm L-CL-PKE is better than the comparison algo-
rithm when it comes to how long it takes to encrypt and
decrypt a piece of data. As you can see in Figure 2(b), the

Original Image Cleansed

Conv Conv Conv

Max-Pooling

Fully Connected Layer 

Low
Quality

Figure 1: Data cleaning model.

Table 1: Data cleaning model parameters.

Floor Type Feature map size Filter size Step size Number of parameters
0 Input 88× 88× 3 — — —
1 Convolution layer 88× 88× 24 5× 5× 24 1 624
2 Convolution layer 80× 80×16 3× 3×16 1 160
3 Convolution layer 78× 78× 8 3× 3× 8 1 80
4 Max-pooling 39× 39× 8 2× 2 2 —
5 Fully connected layer 64 — — 778688
6 Fully connected layer 2 — — 126

Table 2: Comparison of role-based access control.

Model RBAC (proposed) ABCCC [17] E-RBAC [18] SAT-RBAC [19] ABAC-IaaS [20]
Support attribute Support Support Not support Not support Support
Flexibility High Low High Low Generally
Dynamism High Low Low Low High
Extensibility High Low Low Low High
Multilevel security control Support Support Not support Not support Not support
Model safety High High Low Generally Low

Security and Communication Networks 3
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algorithm’s running time for PE signature and authenti-
cation operations is shown. L-CL-PKS is a better algorithm
than the comparison algorithm when it comes to the time it
takes to sign and authenticate a PE file, as shown in the
figure. Due to the bilinear pairings used in CL-PKE, the
running time is longer. Because the cost is more than scalar
multiplication, the other algorithms have more scalar
multiplication than this one [30]. On the other hand, the
design of L-CL-PKE in this paper does not use identity-
based encryption. Instead, it tries to make ECCwork with ID
instead. Still, it has the same features of identity-based
public-key encryption. So, the proposed BAC scheme is very
light. Table 3 shows the comparison between encryption and
decryption time. Also, the comparison between signature
and verification time is shown in Table 4.

4.3. LesionClassificationResults. DR early lesion detection is
done on the fundus images in the DIARETDB1 (DB1)
dataset in this paper. In this paper, data cleaning experi-
ments are done on the DIARETDB0 (DB0) dataset. 130 color
fundus images are in the DB0 dataset and 89 color fundus
images are in the DB1 dataset. (e size of the fundus images
in both datasets is 1500 ∗ 1152. Images in DB0 are broken
down into low-quality and high-quality ones. (e DB0
dataset is used to train the model that cleans data. To see how
well the model works, this paper uses the DB1 dataset to test
the model that was trained. (e results of the experiments
show that the model chosen in this paper can filter out low-
quality fundus images and its accuracy can be increased to
74.4%. It also has ground truth maps of bleeding spots and
hard exudates, which are used to check the model’s lesion
classification. At the same time, this paper uses the 10-fold
cross-validationmethod to both train and test the model and
it does both. (e sensitivity and accuracy of the detection
results are two of the measurement standards. It is the
percentage of correct positive samples to all correct positive
samples. It is used to see how well the model can predict
which positive samples will be correct. It is the ratio of the
number of positive and negative examples correctly classi-
fied to the sum of all positive and negative examples. It is

used to figure out how well the whole model classification
did. (e following are the ways to do:

Sensitivity �
TP

TP + FN
,

Accuracy �
TP + TN

TP + FN + TN + FP
,

(1)

where TP is the correctly predicted positive sample, TN is
the correctly predicted negative sample, FP is the incorrectly
predicted positive sample, and FN is the incorrectly pre-
dicted negative sample. In this experiment, the detection
accuracy of the positive and negative models reached 90.2%.
Sensitivity is the detection effect of one of the color fundus
images. Figure 3 shows classification results of bleeding spots
and hard exudates on the DB1 dataset.

In addition to sensitivity and accuracy, this paper also
uses the ROC curve to measure the detection effect of
different lesions, which depicts the relationship between
sensitivity and the average number of false detections per
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Figure 2: Time consumption comparison. (a) Encryption and decryption. (b) Signature and authentication.

Table 3: Comparative encryption and decryption time.

Approach
Time (MS)

Encryption time Decryption time
RBAC (proposed) 15 40
ABCCC 20 32
E-RBAC 25 15
SAT-RBAC 21 12
ABAC-IaaS 38 16

Table 4: Signature and verification time.

Approach
Time (milliseconds)

Signature time Verification time
RBAC (proposed) 10 12
ABCCC 16 15
E-RBAC 14 16
SAT-RBAC 15 14
ABAC-IaaS 16 12
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(a) (b)

Figure 3: Classification results of bleeding spots and hard exudates on the DB1 dataset. (a) Raw retinal image. (b) Classification results.

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

0 5 10 15 20 25 30

Se
ns

iti
vi

ty

Average FP per Image 

Hard Exudates
Hemorhages

(a)

Hard Exudates
Hemorhages

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 5 10 15 20 25 30

Se
ns

iti
vi

ty

Average FP per Image 

(b)

Figure 4: ROC curves for DR lesion classification. (a) ROC curve without data cleaning. (b) ROC curve using data cleaning.
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image. Figures 4(a) and 4(b) depict the ROC curves before
and after data cleaning. It can be seen from the angles that
the detection sensitivity of different lesions is improved after
cleaning. Tables 5 and 6 show the sensitivity without and
with data cleaning, respectively.

Sensitivity for each lesion is listed in Table 7, with in-
creased sensitivity for bleeding spots and hard exudates after
data cleaning. (is has been shown graphically in Figure 5.
To more objectively verify the detection performance of this
model, this paper also compares the detection of fundus
images by different existing methods, as shown in Table 5. It
can be seen from the table that the bleeding points are hard

exudates after data cleaning.(e sensitivity of this model has
been improved and the detection performance of this model
is better than other existing methods, which shows the ef-
fectiveness of this method for fundus target detection.

5. Conclusion

(is paper designs a medical image collaborative analysis
system model based on deep learning, which can protect the
security of medical data and model parameters, reduce the
amount of data transmission, save bandwidth, and achieve
more accurate lesion classification. (e first stage in the
system model is data cleaning, that is, the doctor collects
images, uploads them to the private cloud for data cleaning,
and transfers the cleaned high-quality images to the clas-
sification model; the second stage is classification, that is, the
private cloud uses high-quality images to perform model
training, upload the model parameters to the public cloud
for aggregation, and then the public cloud will transfer the
newly obtained global model to the private cloud.(is paper
designs two access control schemes in these two stages, RAC
and BAC. RAC can implement fine-grained, flexible, and
dynamic access control based on roles and attributes. BAC is
a blockchain-based solution that eliminates trusted third
parties to prevent single-point-of-failure authentication or
man-in-the-middle attacks. Based on certificates, the public-
key encryption technology enables light data transmission
over WAN. In addition, when the private cloud requests to
upload model parameters from the public cloud, it does not
need to perform identity authentication and authority
identification separately but encapsulates the identity and
authority information together with the model parameters
to reduce the separate identity identification operation. Both
schemes prevent unauthorized users from accessing medical
data. Data cleaning can remove low-quality images to di-
agnose early DR lesions and effectively improve accuracy.
(e experimental results and security analysis prove that the
scheme can effectively protect the system’s security to
classify medical data, and the classification accuracy can
reach 90.2%.

Data Availability

(e data will be made available on request from corre-
sponding author.
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To improve the quality of knowledge service selection in a cloud manufacturing environment, this paper proposes a cloud
manufacturing knowledge service optimization decision method based on users’ psychological behavior. Based on the characteristic
analysis of cloudmanufacturing knowledge service, establish the optimal evaluation index system of cloudmanufacturing knowledge
service, use the rough set theory to assign initial weights to each evaluation index, and adjust the initial weights according to the user’s
multiattribute preference to ensure that the consequences are allocated correctly. +e system can help counselors acquire psy-
chological knowledge in time and identify counselors with suicidal tendencies to prevent danger. +is paper collected some
psychological information data and built a knowledge graph by creating a dictionary and generating entities and relationships. +e
Han language processing word segmentation tool generates keywords, and CHI (Chi-square) feature selection is used to classify the
problem. +is feature selection is a statistical premise test that is acceptable when the chi-square test results are distributed with the
null hypothesis. It includes the Pearson chi-square test and its variations. +e Chi-square test has several benefits, including its
distributed processing resilience, ease of computation, broad information gained from the test, usage in research when statistical
assumptions are not satisfied, and adaptability in organizing information from multiple or many more group investigations. For
improving question and answer efficiency, compared with other models, the BiLSTM (bidirectional long short-termmemory) model
is preferred to build suicidal tendencies. +e Han language processing is a method that is used for word segmentation, and the
advantage of this method is that it plays a key role in the word segmentation tool and generates keywords, and CHI (Chi-square)
feature selection is used to classify the problem. Text classifier detects dangerous user utterances, question template matching, and
answer generation by computing similarity scores. Finally, the system accuracy test is carried out, proving that the system can
effectively answer the questions related to psychological counseling.+e extensive experiments reveal that the method in this paper’s
accuracy rate, recall rate, and F1 value is much superior to other standard models in detecting psychological issues.

1. Introduction

Cloud manufacturing (CMfg) is a new service-oriented and
knowledge-based networked and agile manufacturingmodel
[1] that integrates advanced technologies, such as existing

information technology, cloud computing [2], and the In-
ternet of +ings [3]. It centrally stores the optimized and
integrated manufacturing resources in the cloud pool of the
manufacturing system and provides users with various high-
quality and fast manufacturing services on demand through
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the network. As a result, cloudmanufacturing knowledge is a
dynamic resource that is infiltrating all cloud manufacturing
service life cycles [4]. At the same time, cloudmanufacturing
knowledge service (CMKS) is a knowledge transfer and
sharing service that can effectively support cloud
manufacturing. As a result, all manufacturing activities in
the manufacturing environment are carried out efficiently,
stably, and accurately.

+e addition of knowledge services significantly im-
proves cloud manufacturing systems’ operational efficiency
and problem-solving capabilities [5]. +e organic combi-
nation of CMfg and knowledge services promotes the ex-
tension of “manufacturing as a service” to “knowledge as a
service,” enabling enterprises to quickly obtain the required
manufacturing knowledge and services with the support of
the cloud platform, effectively solving the problems in the
production and operation process of enterprises. Technical
bottleneck problem improves its comprehensive competi-
tiveness. It is a statistical premise test that is acceptable when
the chi-square test results are distributed with the null
hypothesis. It includes the Pearson chi-square test and its
variations. +e Chi-square test has several benefits, in-
cluding its distributed processing resilience, ease of com-
putation, broad information gained from the test, usage in
research when statistical assumptions are not satisfied, and
adaptability in organizing information from multiple or
much more group investigations At present, scholars at
home and abroad have explored the relevant theories and
technologies of knowledge services in the cloud
manufacturing environment. For example, author [6] pro-
posed a personalized knowledge service technology based on
user perception of the cloud manufacturing environment.
+e platform user task requirements and information ac-
tively push knowledge resources related to user
manufacturing tasks. To a certain extent, it has promoted the
evolution of cloud service platforms from “useable” to “easy
to use.” Author [4] proposed a cloud manufacturing
knowledge service method based on uncertain rule rea-
soning, which realizes the knowledge service from quanti-
tative to qualitative and then from quantitative to qualitative.
+e conversion to quantitative provides a new idea for the
accurate distribution of cloud manufacturing knowledge
services. Reference [7] builds a knowledge service realization
model for the machining process of blade parts in complex
curved parts in a cloud manufacturing environment, which
shortens the time to a certain extent. In this research, we
have inferred that LSTM-based models are quite higher than
ML algorithms because the LSTM framework for organi-
zations was used to improve the knowledge graph, and a
heuristics candidate answer ordering approach was
employed to verify the system’s performance.

+e generation time of the tool path in the processing of
blade parts is improved, and the processing efficiency and
quality of the blade are improved.+e literature [8] proposes
an optimization method for matching the knowledge service
demander and the provider and uses a fuzzy axiomatic
design. +e theoretical measurement of matching satisfac-
tion provides a specific theoretical basis for matching the
supply and demand of knowledge services. To realize the

acquisition, storage, and sharing of different types of
knowledge, literature [9] designs a cloud computing in-
dustry alliance based on the behavioral characteristics of
knowledge interaction. To a certain extent, the knowledge
resource sharing efficiency of the cloud computing industry
alliance and the level of knowledge service have been im-
proved. In this research, we have used the graph knowledge
method. +e limitation of this method is as follows: its
evaluation measures concerning the model fit or factor levels
cannot be done using graphic approaches since they do not
provide certainty ranges for the variables (levels supplied by
a correlation tool for all of this type of data are wrong). +e
above research has promoted the development of CMKS to a
certain extent. +e correctness and trustworthiness of the
knowledge service offered cannot be ensured, resulting in
low knowledge service performance. To that purpose, this
study uses the user’s mental behavioral traits as a judgment
element, combining the benefits of the rough set theory in
dealing with ambiguity and uncertainty. +e CMKS is a
knowledge-sharing and sharing service that can help cloud
manufacturers succeed. As a consequence, all manufactur-
ing operations in the manufacturing environment run
smoothly, consistently, and precisely. Still, the research on
the optimal decision-makingmethod of knowledge service is
relatively lacking. +e accuracy and credibility of the pro-
vided knowledge service cannot be guaranteed, resulting in
the low efficiency of knowledge service. To this end, this
paper takes the user’s psychological behavior characteristics
as a decision-making factor and combines the advantages of
the rough set theory in dealing with uncertainty and am-
biguity. +e optimal selection of services provides a refer-
ence idea and method.

2. Characteristics Analysis of Cloud
Manufacturing Knowledge Service

CMKS is a kind of service guided by users’ knowledge needs
on the cloud manufacturing service platform, aiming at
knowledge innovation, solving the manufacturing problems
faced by users, and proactively providing users with per-
sonalized and specialized knowledge resources [10, 11]. +e
cloud manufacturing knowledge service (CMKS) is an in-
formation-sharing and sharing service that can help cloud
manufacturers succeed. As a consequence, all manufactur-
ing processes in the manufacturing environment run
smoothly, consistently, and precisely. +e integration of
knowledge services enhances the operating effectiveness and
problem-solving capacities of cloud manufacturing systems
dramatically.

Compared with other services, knowledge services in the
cloudmanufacturing environment have the following salient
features:

(a) Knowledge transformation is complex: there are
many types of knowledge resources in the cloud
manufacturing environment, including explicit
knowledge, such as standards, patents, and docu-
ments, and tacit knowledge, such as experience and
capabilities. Most of these highly personalized and
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challenging to standardize implicit knowledge re-
sources come from different enterprises. Because of
the inconsistency of knowledge resource manage-
ment and processing methods, other users can
benefit from the same knowledge resources.
+erefore, converting cloud manufacturing knowl-
edge service resources into their proper value is more
challenging.

(b) Dynamic changes in value: in the cloud
manufacturing environment, the value of complex
manufacturing resources will decrease with aging
and wear and tear, while the value of knowledge
resources changes in different directions. For ex-
ample, with the growth of age and the continuous
accumulation of knowledge, the value of employee
experience will become higher and higher. With the
advancement of technology and users’ higher re-
quirements for product quality, the value of a specific
method or patent will become higher. Cloud plat-
forms need to monitor these knowledge resources
and continuously update their value status to pro-
vide appropriate services to users at the right time.

(c) Highly integrated and shared: as an intellectual re-
source on the cloud manufacturing service platform,
knowledge can provide oral, written, electronic, and
other means and is minimally affected by geo-
graphical location. +erefore, compared with the
complex manufacturing resources on the cloud
manufacturing platform, the integration and sharing
of resources are better.

(d) Heterogeneity and isomerism coexist: Because of the
differences in thinking habits and problem-solving
methods, the manifestations of knowledge con-
densed by people are also complex and diverse. +e
utility of the same type of knowledge services is also
different. +erefore, knowledge services in the cloud
manufacturing environment are heterogeneous.

3. Mental Illness

+e pace of life in the current society is getting faster and
faster, and people are facing more pressure from work and
study, which makes them susceptible to mental illness. +e
new corona epidemic has brought psychological stress,
panic, and anxiety to people and increased mental illnesses’
prevalence. Mental diseases have become a significant global
public health problem [12]. Mental illness requires timely
treatment. Otherwise, the long-term accumulation of neg-
ative emotions it brings will cause incalculable consequences
[13]. For example, Cui Yongyuan, the famous host of CCTV,
suffered from depression because of his work troubles, and
suicides of college and middle school students are also fa-
miliar [14].

On the one hand, this phenomenon is because of peo-
ple’s lack of basic knowledge of mental illness, lack of a clear
understanding of the dangers of mental illness, and lack of
advanced means to popularize the understanding of the
mental illness. However, on the other hand, psychological

counselors are in short supply, and counselors cannot get
timely and effective help [15], lacking a scientific theoretical
system to solve psychological problems intelligently.
+erefore, an intelligent platform is needed to store the
relevant psychological counseling knowledge. +en, when
the user needs to obtain psychological understanding, the
platforms can quickly get feedback from the immense ability
to help and guide the mentally ill patients in time. +e
knowledge graph is a better method for intelligently storing
information at present. +is method was proposed by
Google in 2012 and was quickly used for intelligent semantic
search [16]. At present, artificial intelligence technology is
gradually becoming mature and has penetrated all aspects of
society, especially the development of natural language
processing technology. +e knowledge graph has more
application prospects. +e influence of social media on
mental health is that it may have an effect on psychological
health and behavioral activities that might have potential
medical care concerns, and social networking holds an ever
expanding route for both our everyday lives and globally. As
a result, there is a pressing need to develop a better un-
derstanding of the long-term effects of social media on
people’s health. As an essential application direction of the
knowledge graph, the question answering system based on
knowledge graph can quickly find the correct answer from
the knowledge graph through the input natural language
question and present it to the user in the form of natural
language, and this question answering system is efficient in
response and feedback. To solve the above problems, this
study, firstly, constructs a knowledge map of psychological
counseling, promotes the knowledge of the mental illness,
and provides quick psychological counseling services by
establishing an immediate semantic psychological question
answering system.+e system uses the BiLSTM algorithm to
detect suicidal tendencies, identify people who commit
suicide, self-mutilation, and harm others in time, help users
identify diseases, and help consultants understand relevant
knowledge through knowledge quizzes. +e BiLSTM
method is used to predict the next piece of information
based on the previous piece of information, making it ideal
for having dealt with contextually related text data like
sentences. As there might be delays of undetermined time
across critical occurrences in a time series, LSTM methods
are well-suited to categorizing, processing, and generating
forecasts time series analysis.+is research allows counselors
to relieve their troubles, make up for the shortage of psy-
chological counseling resources, and improve the work ef-
ficiency of psychological counseling.

4. Related Work

Knowledge graphs can be divided into general knowledge
graphs and domain knowledge graphs. Typically available
knowledge graph representatives include Freebase [8],
DBpedia, Yago, Baidu, Google, etc., and they are mainly
based on triple fact-based knowledge and have a certain
tolerance for the quality of knowledge extraction. Typical
domain knowledge graphs include e-commerce, finance,
medical care, etc. In the field of e-commerce, take Alibaba

Computational Intelligence and Neuroscience 3
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as an example. Its knowledge graph has reached tens of
billions, widely supporting commodity search, commodity
shopping guides, intelligent question and answer, etc.
Knowledge graphs allow investors and financiers to un-
derstand investment behaviors more quickly and grasp
market conditions in the financial field. Aiming at the lack
of financial charts, the author constructed a small financial
knowledge graph using the crawled structured data, such as
financial stocks and corporate information. At present,
knowledge graphs are used primarily for clinical treatment
decision support, medical intelligent semantic search, and
medical question-answering systems in medicine. Clinical
treatment decision support is to automatically generate a
treatment plan for each patient according to the patient’s
situation, combine it with extensive data analysis in the
medical field, and provide it to doctors for reference.
Medical intelligent semantic search is to combine related
entities from the medical knowledge graph. It can be used
to query information such as the relationships and attri-
butes to optimize the search results of medical information.
Medical question and answer is another form of medical
information retrieval. Its returned answers are in the form
of natural language.

In terms of question answering system based on the
knowledge graph, Tan Gang et al. used the LSTM model
for entities/assertions to enhance the knowledge graph,
used a heuristic candidate answer ranking method, and
finally verified that the system has good performance
through experiments. +e author proposed a multi-round
question answering system based on the knowledge graph
of road regulations, which can better identify user in-
tentions; the author with knowledge graph as database
support, designed a question-and-answer system, which is
based on the e-commerce field and realizes functions,
such as question answering and reasoning. +e authors
are the parts of preprocessing, question classification,
question template matching, and answer generation in a
question answering system are implemented. +e ques-
tion answering procedures established above have been
well-implemented in their respective fields, and the
characteristics of the domain are integrated into the
question answering system process. However, no scholars
have studied question-answering systems in psychological
counseling, and few texts have been classified as applied to
question answering systems.

5. Question Answering System Framework

Compared with traditional search engines, the question
answering system is more targeted, accurate, and more
accessible for users to accept. +e knowledge graph of
psychological counseling realizes the association and
integration of various kinds of knowledge in psycho-
logical counseling. It expresses understanding semanti-
cally in a professional and structured way, which can
conveniently manage and query knowledge. +e BiLSTM
technique is used to predict suicidal inclinations, identify
persons who commit suicide, self-mutilation, or damage
others in a timely manner, assist users in identifying

illnesses, and assist consultants in understanding nec-
essary knowledge via knowledge assessments. +e
question-and-answer system constructed in this paper is
biased toward acquiring professional knowledge of
psychological counseling to help people with psycho-
logical problems find the correct answer and incorporate
suicidal tendency detection to identify dangerous
speeches promptly. +e framework of the psychological
counseling question answering system based on knowl-
edge graph mainly includes four parts: data acquisition,
graph construction, problem understanding, and user
interface (Figure 1).

+e data acquisition module of this system obtains
relevant data of web pages through crawler technology. It
combines the open data of Chat opera, organizes it into
structured data through data processing, and uses Neo4j’s
python to drive py2neo to construct a knowledge graph.
+e question-understanding module uses the HanLP tool
for word segmentation, part-of-speech tagging, etc. It
then uses the CHI feature selection, uses the established
BiLSTMmodel classifier to classify the question and judge
whether it has suicidal tendencies, and finally uses the
BERT (bidirectional encoder representation from trans-
formers) model to convert queries into queries word
vectors for semantic similarity calculation to match
question templates and generate answers. +e user in-
terface module is the user’s question input, and the system
answers feedback and involves the mutual conversion of
speech and text.

6. Question Answering System Implementation

6.1. Data Acquisition. +e data sources for constructing
knowledge graphs and classifying texts are web text data and
Chat opera datasets, containing questions and label infor-
mation. Web text data uses web crawler technology to crawl
questions about suicide, self-injury, and injury tendencies
and structured data about mental illnesses from Weibo
Shudong, Baidu Know, 525 Psychology, Yixin, and Simple
Psychology. Chat opera cooperated with some professionals
to complete a corpus, which is the first open knowledge
question-and-answer corpus in the field of psychological
counseling, including 20,000 pieces of psychological coun-
seling data. +e dataset includes the annotation information
of suicidal tendency, and the annotation information and
question information are extracted from this dataset.
Question information consists of three columns, cat-id, cat,
and question, category (Table 1).

6.2. KnowledgeGraphConstruction. +e knowledge graph is
used as the database support of the question answering
system. Hence, it is necessary to build the knowledge graph
first. +e primary purpose of constructing a knowledge map
of psychological counseling, referring to the psychological
counseling ontology database created by author [16] and
consulting relevant scholars, is to analyze and summarize the
psychological counseling process and the psychological
knowledge involved. +e psychological counseling
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information is divided into six categories: patients, symp-
toms, diagnostic criteria, causes of disease, diagnostic re-
sults, and treatment methods. Among them, disease causes
are divided into biological causes, psychological causes,
social causes, and defense mechanisms. +ere is a causal
relationship between the cause of the disease and the di-
agnosis result. +e diagnosis result is divided into the se-
verity of the disease and the name of the mental illness.
Diagnosis results and treatment methods are decisive, and
treatment methods are divided into psychological treatment,
drug treatment, and food treatment. +e treatment method
has an executive relationship with the patient. +e patient
needs to adopt the treatment method. +e patient mainly
includes the patient’s identity information, such as age,
height, occupation, gender, etc., and the patient’s past
medical history, which will affect the treatment of the
consultant. +ere is a relationship between patients and
symptoms, and symptoms mainly include severity and
symptoms. Symptoms and diagnostic criteria are subordi-
nate, and the diagnostic criteria include disease course
criteria, severity criteria, and exclusion criteria. It shows that
these elements involve various aspects of mental illness, and
a question and answer usually involves parts of multiple
aspects of mental illness. +ere are often causal relationships
and dependencies between these elements. +e protégé tool
is used to build an entity-relationship diagram in the field of
psychological counseling (Figure 2).

6.3. Instance Layer Construction. +e crawled data is or-
ganized into structured data and is divided into 12 fields,
which correspond to the entity-relationship of psychological
counseling designed above, and they are divided into dis-
eases and disease-related entities and attributes. +e entities
are diseases, aliases, symptoms, complications, drugs, and
foods, and the details are susceptible populations, exami-
nation methods, treatment methods, cure periods, costs, and
causes of disease.

+e instance layer construction is divided into entity
extraction, relation extraction, attribute extraction, triple
construction, and knowledge storage. Here, the python-
driven py2neo tool of the Neo4j tool is used to create the
knowledge graph. Entity extraction is to extract entities
according to the concept of the schema layer and save the
entity field information in the structured data after sorting
into a dictionary. Relation extraction finds the relationship
between entities and saves the relationship between diseases
and other entities and attributes as a dictionary. Attribute
extraction is to extract the attribute information of some
entities, i.e., to save the attribute field information in the
sorted, structured data into a dictionary. +e construction of
triples is to organize the data into the form of (entity, re-
lationship, entity), create nodes without attribute fields and
disease nodes with attributes, and then use disease nodes as
start-nodes and attribute nodes as end-nodes, with quer-
y� “match(p:%s), (q:%s), where p.name� “%s” and
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Figure 1: +e representative framework for psychological question answering system.

Table 1: Examples of marked suicidal tendencies and normal questions.

Cat-
id Cat Question

1 Tendency to self-
harm

How to relieve the unreal feeling of depersonalization? In junior high school, my mood fluctuated a lot, and I
cut myself with a knife because of some things and even suffered from severe depression

2 Normal Ever since I reconciled with my boyfriend, he has always been hot and cold, and he does not want to admit
that we are together. What does he mean?

3 Tendency to harm Am I mentally ill? Ever since I was a child, I have had the idea of killing people and killing people around me.
0 Suicidal tendencies I want to jump off a building, but I am afraid of heights

Computational Intelligence and Neuroscience 5
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q.name� “%s” create(p)-[rel:%s{name: “%s”}]->(q)” %
(start_node, end_node, p, q, rel_type, rel_name) command,
and create a triple by creating a node relationship edge
through the previously established relationship dictionary.
Knowledge storage uses the platform to store the con-
structed knowledge graph. Here, the Neo4j platform stores
the constructed small knowledge graph of psychological
counseling Figure 3.

6.4. Word Segmentation Processing. Firstly, several main-
stream word segmentation tools, such as Jieba, HanLP, and
Chinese Academy of Sciences word segmentation NLPIR,
are tested. +e question-and-answer sentences of the psy-
chological counseling QA corpus are selected as the data
source. Before the test, psychology professionals were re-
quired to choose 100 data records and manually annotate
them to achieve word segmentation and part-of-speech
tagging as the actual value of the experiment. During the test,
the 100 data records were processed with three-word seg-
mentation tools, respectively, and the processing results
were compared with the annotation results of professionals.
+e three-word segmentation tools obtained evaluation
indicators, such as the accuracy rate, recall rate, F1 value, and
word segmentation time (Table 2).+rough the evaluation of
the three-word segmentation tools, it can be concluded that
NLPIR has the fastest word segmentation efficiency, how-
ever, HanLP has the highest accuracy. Combined with the
evaluation results and psychological counseling needs, this
study selected the HanLP tool for text segmentation. It
imported the dictionary of disease information constructed
above into HanLP’s custom dictionary to make word seg-
mentation more accurate.

6.5. Question Category. +is paper combines the obtained
psychological counseling question-and-answer data and
consults professional psychological counselors to divide the
frequently asked questions into five categories: disease
identification, factual questions, method questions, list
questions, and other questions. Disease identification
questions mainly answer “what disease,” real questions
mainly answer “what,” method questions mainly answer
“how to do,” list questions mainly answer “what are,” and
suicidal tendency questions are input by the user.

Since the principle of question classification is the same
as that of suicidal tendency detection, the detailed process of
suicidal tendency text classification is an example to illus-
trate. +is article divides suicidal tendencies into four cat-
egories: suicidal tendencies, self-harm tendencies, harming
others, and standard classes. Firstly, select 1500, 1200, 1000,
and 9000 items from each dataset type as training data and
then select another 150, 120, 100, and 900 items as test data.
+en, using the HanLP word segmentation tool combined
with stop words to perform word segmentation and after-
word segmentation, the characteristic terms of suicidal
tendency, self-harm tendency, injury tendency, and normal
tendency were obtained, and the word cloud map of each
category was drawn.

chi �
n(ad − bc)

2

(a + c)(b + d)(a + b)(c + d)
. (1)

Equation (1) is used to calculate the CHI value of all
words after HanLP segmentation, which is used as the basis
for feature selection of problem classification and suicidal
tendency classification.

In the formula, N is the total number of labelled
questions,A is the total number of documents used to record
the word t in a specific category, B represents the documents
that do not belong to a particular category but also contain
the word t, and C represents a category that does not have
the word t. In t documents, D represents documents that do
not belong to a specific category and do not contain t. +e
CHI value denotes the degree of distinction between the two
categories. +e larger the CHI value, the more the word can
represent a specific category.

Sort all the words according to the CHI value from large
to small. +en, by selecting the 150 words with the most
oversized CHI in each category, the selected 1000-dimen-
sional feature list is obtained, and the feature vector weight
of each question sentence is calculated, i.e., the word is in the
question. If it appears in the sentence, it is assigned a value of
1. Otherwise, it is 0, and the final output is a feature vector
that the classifier can recognize.

6.6. Problem Classification Model Selection. In text classifi-
cation, five models of Naive Bayes, decision tree, SVM,
XGBoost, and BiLSTM were used. Each model’s training
effects were compared, and the classification model with the
best result was selected for the system. When testing each
model, the precision rate, recall rate, and F1 value of each
type of question will be obtained first, and then the precision
rate, recall rate, and F1 value of all kinds of questions will be
averaged. In the information extraction system, the BiLSTM
model is tuned for suicidal propensity identification. +e
BiLSTM method is used to diagnose suicidal inclinations,
identify those who commit suicide, self-mutilation, or
damage others in a timely manner, assist users in identifying
illnesses, and assist consultants in comprehending necessary
facts through knowledge quizzes. Counselors can use this
study to ease their stress, compensate for a lack of psy-
chological treatment resources, and improve the efficiency of
their job. In the information extraction system, the BiLSTM
model is tuned for suicidal propensity identification. +ese
values represent different models—the classification accu-
racy of (Table 3). From the test results in Table 3, it can be
seen that the BiLSTM model is more accurate in the clas-
sification effect.

+e BiLSTM model can predict the subsequent infor-
mation using the previous information, which is suitable
for dealing with contextually related text data, such as
sentences. Taking the classification process of the BiLSTM
model for suicidal tendency problems as an example, the
HanLP word segmentation tool is selected for word seg-
mentation, and the loss function and accuracy function
image are obtained after the classification is completed
(Figures 2–4).
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Table 2: Evaluation results of three-word segmentation tools.

Word segmentation tool Accuracy Recall F1 value Word segmentation time (s)
Jieba 0.90 0.89 0.89 12.480
HanLP 0.91 0.90 0.90 04.478
Academy of Sciences word segmentation NLPIR 0.81 0.75 0.78 30.0598

Table 3: Classification performance of model.

Model Accuracy F1-score Precision
Naı̈ve Bayes 79.65 80.56 69.56
Decision tree 74.52 81.26 65.25
SVM 75.62 76.85 70.62
XGBoost 80.54 82.54 72.56
BiLSTM 85.63 89.85 75.65
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Figure 2: represents the accuracy of tendency classification model.
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Figure 3: +e F1-Score of tendency classification model.
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Figure 4: Representation of the precision of the tendency classification model.
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In Figures 5–7, the train represents the training set. +e
test means the test set. +e horizontal axis of the function is
the number of training iterations, and the vertical axis
represents the loss value and the accuracy value, respectively.
When the number of iterations becomes more extensive, the
loss rate gradually decreases and starts to level off when the
number of iterations is 14. +e training set tends to be
between 0.1 and 0.2, and the test set tends to be between 0.2
and 0.3. +e accuracy gradually increases and starts to level
off when the number of iterations is 14. +e training set
tends to be 0.975, and the test set tends to be between 0.925
and 0.950.

By testing the precision rate, recall rate, and F1 value of
each type of question to evaluate the model (Table 4), it can
be concluded that the BiLSTM model has a better classifi-
cation effect than the previous four models.

Comparing the questions answered correctly by the
system with the questions answered incorrectly by the
system, it can be seen that most of the questions answered
correctly have similar characteristics to the question tem-
plate, and some questions have the same entity and se-
mantics as the question template. However, the expression
methods are different, proving that the question answering
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Figure 5: +e accuracy of suicidal tendency classification by BiLSTM model.
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Figure 6: +e F1-Score of suicidal tendency classification by BiLSTM model.
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Figure 7: Representation of the F1-Score of suicidal tendency classification by BiLSTM model.

Table 4: Suicidal Tendency classification by BiLSTM Model.

Question Accuracy F1-score Precision
Suicidal tendencies 81.26 79.56 75.62
Tendency to self-harm 82.62 80.54 85.61
Tendency to Hurt 85.68 84.56 90.25
Normal 95.62 97.56 98.56
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system has a high semantic understanding ability. For ques-
tions that are not answered correctly, it has two characteristics:
the system can recognize the entities in these questions but
cannot recognize the semantic information that does not
appear in the template, such as “What is the general age of
onset of bipolar disorder?,” “Can bipolar disorder be cured?,”
etc. Another feature is that the entity attribute information
involved is not comprehensive enough, for example, what side
effects of drugs exist and other attribute information should be
added to the knowledge graph.

7. Conclusion

Today’s society is facing the problem of knowledge explosion,
especially the intermixing of knowledge in various fields, which
affects people’s acquisition and understanding of knowledge.
+is study is geared on gaining the professional understanding
of psychological counseling to assist people with psychological
issues in determining the proper answer, as well as including
suicidal inclination detection to quickly identify risky remarks.
+e advantage of this research is that this study uses the user’s
psychological behavior traits as a decision-making element,
combining the benefits of rough set theory in responding with
uncertainty. A comparable notion and approach are provided
by the best service choice.+e vertical domain knowledge graph
stores professional knowledge in a particular area, which sig-
nificantly facilitates users to understand the knowledge in this
field and use this knowledge to reduce losses or create a more
excellent value. +e psychological counseling knowledge graph
and question answering system constructed in this paper has the
following characteristics: (1) It provides a platform to store the
knowledge of mental illness, which is more semantic than
traditional databases. (2) +e built question answering system
realizes a complete set of word segmentation, question classi-
fication, question template matching, and answer generation,
which can help users’ judgmental illnesses and help users query
relevant knowledge about mental illnesses research significance
and value. (3) +e BiLSTM model is optimized for suicidal
tendency detection in the question answering system. +e
experimental results show that the accuracy rate, recall rate, and
F1 value of the model in this paper are significantly better than
other traditional models in the detection of suicidal tendency.
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Abstract— This paper presents a hybrid model that utilizes PSO particle swarm optimization, Convolution Neural Networks (CNN) and (SVM) 

Support Vector Machine architecture for recognition of Covid19.The planned model extracts optimized structures with particle swarm 

optimization then passes to Convolution Neural Network for automatic feature extraction, while the SVM serves as a Multi classifier. The 

dataset comprises Covid 19, Pneumonia and Normal Chest X-Ray pictures used to hone and evaluate the suggested algorithm. The most distinct 

traits are automatically extracted by the algorithm from these photographs. Experimental results show that the suggested framework is effective, 

with an average recognition accuracy of 97.42%.The most successful SVM Kernel was RBF. 
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I. INTRODUCTION 

The primary purpose of this investigation is to optimize the 

features of images using particle swarm optimization and 

passing these features to CNN for automatic extraction of 

features and the SVM classifier is regarded known to be 

among machine learning's most reliable classifiers. This study 

employs the PSO CNN algorithm in combination with the 

SVM classifier to classify the disease. Most conventional 

approaches use different methods for feature extraction and 

classification, making them unsuitable for real-time 

applications due to high computational time. The CNN 

algorithm is dissimilar from traditional machine learning 

algorithms because it does not require a separate feature 

extraction operation.   

At current, deep learning techniques like Convolution Neural 

Networks (CNNs) are fast and reliable for image recognition 

and classification[1-2].Yet, some photographs with a little 

more noise in them may cause a neural network to classify 

them wrongly. This is due to CNN's extensive usage of 

enhanced training data, which enables the use of changed 

input images. We tried to address this problem by implement 

our model using PSO – CNN-SVM model. The remainder of 

the essay is explained as follows. Section 2 details the 

suggested approach. Experimental design and findings are 

covered in Section 3, performance comparison is covered in 

Section 4, and the conclusion is covered in Section 5. 

II. PROPOSED METHODOLOGY 

The proposed planning of PSO-CNN-SVM Model is shown 

in Fig 3; it consists of particle swarm optimization technique 

which optimizes the features with base classifier as random 

forest. Then the optimized features are passed and given input 

to the convolution neural network (CNN) for automatic feature 

extraction.  In the approach 3x3 the most recognizable features 

are extracted from the raw input photos using a kernel or filter. 

An nxn input neuron from the input layer is convolved with a 

mxm filter in the convolution layer, producing an output with 

the dimensions (n-m+1) x (n-m+1). Each layer's output serves 

as the following layer's input. Effective sub-regions are 

calculated from the image using CNN's receptive field feature. 

The extracted features are then approved for classification to 

SVM.  

Support Vector Machine (SVM) is highly efficient in 

minimizing generalization error on unseen data; however, it 

may not perform well on noisy data. Moreover, SVM finds it 

challenging to learn complex features because of its shallow 

construction. In this paper, a hybrid CNN-SVM model is 

presented to address these constraints. The better classification 

accuracy may be due to the SVM classifier's mapping of the 

input features to a higher dimensional space. Here, SVM is 

employed as a Multi class classification and replaces the 

softmax layer of CNN 
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II.I  DATASET COLLECTION 

The dataset used in this work is an open source compiled and 

taken from various sources like kaggle and github. The images 

are divided into Covid, Normal, Pneumonia and the splits of 

the dataset are given in the table 1. The dataset is further 

categorized into training and testing with 80% for training and 

20% for testing purpose. 

 
Fig.1 Sample of the labeled X-Rays 

 

Table 1 

Dataset 

 Training  Testing Total 

Covid-19 796 212 1008 

Pneumonia 846 210 1056 

Normal 845 200 1045 

Total  2487 622 3109 

 

II.II  PSO-OPTIMIZATION IN THE PROPOSED ARCHITECTURE 

Dr. Kennedy first presented the PSO optimization technique in 

1995[3]. A swarm of particles is randomly scattered over the 

search space at the beginning of the PSO algorithm. Each 

particle stands for a possible answer to the optimization issue. 

Each particle's position indicates a potential solution, and its 

velocity describes its travel in the search space in terms of 

both its direction and its speed. At respectively iteration, the 

particles move towards the best position they or their 

neighbors have visited so far, called the personal best (Pbest) 

and global best (Gbest), respectively. The movement of each 

particle is determined by the velocity update equation: 

𝑣𝑖(𝑡 + 1) = 𝑤 ∗ 𝑣𝑖(𝑡) + 𝑐1 ∗ 𝑟1 ∗ (𝑃𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖(𝑡)) + 𝑐2 ∗

𝑟2 ∗ (𝐺𝑏𝑒𝑠𝑡 − 𝑥𝑖(𝑡))      (1) 

where 𝑣𝑖(𝑡) is the velocity of particle i at time t, 𝑥𝑖(𝑡) is the 

position of particle i at time t, 𝑃𝑏𝑒𝑠𝑡𝑖  is the personal best 

position of particle i, 𝐺𝑏𝑒𝑠𝑡 is the global best position among 

all particles, w is the inertia weight that controls the impact of 

the previous velocity, c_1 and c_2 are the acceleration 

coefficients that control the influence of 𝑃𝑏𝑒𝑠𝑡 and 𝐺𝑏𝑒𝑠𝑡 , 

respectively, and 𝑟1  and 𝑟2 are random numbers uniformly 

distributed between 0 and 1the velocity update equation is 

used to compute the new position of each particle 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡 + 1)                         (2) 

 

After updating the positions of all particles, the fitness 

function is evaluated for respectively particle, and the personal 

and global best positions are efficient if necessary. Unless a 

stopping requirement is satisfied, such as a maximum number 

of iterations or a suitable fitness value, the procedure is 

repeated. 

PSO algorithm reads the images from the specified directory, 

resizes them to 32x32 pixels, converts them to numpy arrays, 

and appends them to the X array. It also assigns labels to the 

images based on their directories. Then, it shuffles the X array 

and normalizes its values.PSO algorithm, including the 

number of particles, dimensions, and options. It creates an 

instance of the PSO optimizer object and applies it to the cost 

function, f, which is defined as f_per_particle. The PSO 

algorithm is run for 2 iterations to optimize the features. 

Finally, the it selects the optimized features with a value of 1 

from the PSO and saves them as X_selected_features. It also 

saves the labels as Y. The code displays some information 

about the dataset, including the total number of images, the 

total number of features before and after applying PSO, and 

the classes in the dataset in Fig 2 

 
Fig.2. PSO Optimized features 

 

 
Fig 3. Architecture of the PSO-CNN- SVM Model 

 

Algorithm 1. PSO Algorithm 

1 Initialization  

1.1 For each particle I in a swarm population size 

p: 

1.1.1 Initialize Xi randomly 

1.1.2 Initialize Vi randomly 

1.1.3 Evaluate the fitness f(Xi) 

1.1.4 Initialize pbesti with a copy of Xi 

1.2 Initialize gbest with a copy of Xi with the best 

fitness 

2 Repeat until a stopping criterion is satisfied: 

2.1 For each particle in i: 

2.1.1 Update Vt
i and Xt

i accordingly to Eq (1) ,(2) 
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2.1.2 Evaluate the fitness f(Xt
i) 

2.1.3 PbestiXt
i         if f(pbesti) < f(Xt

i) 

2.1.4 gbestiXt
i         if f(gbesti) < f(Xt

i) 

II.III  CONVOLUTION NEURAL NETWORK IN THE PROPOSED 

ARCHITECTURE 

An input layer, convolution and pooling layers, and a fully 

connected classification layer make up the CNN architecture. 

The most crucial component of the CNN architecture is the 

convolution layer. This layer is made up of kernels or filters 

that cover the entire input. Each unit in this layer receives 

input from the layer above it., the last layer is dense with no of 

classes. The developed CNN for feature extraction has total 

141,667 parameters. 

 

 
Fig: 4 Model Summary of PSO CNN 

II.IV SUPPORT VECTOR MACHINE IN THE PROPOSED 

ARCHITECTURE 

After feature extraction and pre-processing, an SVM classifier 

is used to categorise the images. Using feature vectors that are 

stored as matrices, the SVM classifier's training procedure is 

carried out. Using the learned SVM classifier, testing of the 

images is then done. In contrast, the extracted features are 

given to the SVM module in the PSO CNN-SVM model for 

the dataset's training and testing. Both the training and testing 

data are used, and the results are recorded, to assess the 

accuracy of the SVM classifier and the PSO-CNN-SVM 

model. The hybrid model uses an RBF kernel function, and the 

SVM parameters, including degree and gamma of the kernel 

function and the shape of the decision function, are carefully 

determined because they have a big impact on SVM 

classification. [4] 

III. EXPERIMENTAL SETUP AND RESULTS 

For experiments, Google Colaboratory is used. For up to 8 

hours, Colab offers 12GB of RAM with an NVIDIA Tesla 

K80 GPU. We have used the pyswarms ,swarmpackagepy, 

sklearn, matplotlib, libraries to implement the proposed model. 

The proposed model uses the Adam optimizer with loss as 

definite cross entropy metrics = correctness. The extracted 

features from CNN are passed to SVM classifier for 

classification; we have achieved promising results with an 

overall correctness of 97.42 

 

III.I    PERFORMANCE EVALUATION 

The performance of PSO-CNN-SVM Model has been assessed 

by means of confusion matrix, classification report and 

correctness vs. loss graphs. 

 

III.II    CONFUSION MATRIX 

Confusion Matrix generally has a 2 × 2 matrix to every cell 

representing the model detection rate as True Positive (TP), 

True Negative (TN), False Positive (FP), and False Negative 

(FN). 

1. True Positive (TP): If the individual is essentially Covid 

positive and forecast also Covid then it is Called True Positive  

2. True Negative (TN): If the subject is normal and the 

outcome is as expected, this is known as a true negative. 

3. False Positive (FP): When a normal person is identified as 

having covid, it is referred to as a false positive and it reflects 

an inaccurate detection. 

4. False Negative (FN): False Negative is a term used to 

describe an inaccurate detection when a Covid positive person 

predicts Normal. 

Accuracy:     (3)

 
True Positive + True Negative 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

     Precision:            (4) 

   

True Positive 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 

      Recall:            (5) 

True Positive 

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 

      Fl Score:                                       (6) 

2𝑥 
PRECISION ∗ RECALL 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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Fig 5. Confusion matrix with Classification Report 

 

 

 
Fig 6. Accuracy vs Epoch Graph 

IV. PERFORMANCE EVALUATION 

This section compares the accuracy with some best models 

developed previously in multi classification with X-Rays. 

Though we found many articles on Covid-19. We have chosen 

only ten articles on 3 class classification with X-Rays. 

However from the below table we see our model performing 

better than previously developed models. We also found the 

scope of improving our model further using tuning the hyper 

parameters and increasing the dataset 

 

 

 

 

 

 

 

Table 2: Comparison of Deep Learning Models 

AUTHOR MODEL DATASET CLASS ACC 

Arman 

Haghanifar et al 

[5] 

COVID-

CXNe 

X-RAY 3 87.88 

M.k. Pandit et al 

[6] 

VGG-16 X-RAY 3 92.50% 

Sarki R et al [7] CNN X-RAY 3 93.75% 

Emtiaz Hussain 

et al[8] 

CoroDet X-RAY 3 94.20% 

Ahmed s 

Elkorany[9] 

Covidetecti

on- Net 

X-RAY 3 94.44% 

Mahmoud Ragab 

[10] 

CAPSnET X-RAY 3 95.00% 

Tianbowu et al 

[11] 

ULNet X-RAY 3 95.35% 

Anubhav Sharma 

et al [12] 

COVDC-

NET 

X-RAY 3 96.48 

% 

Abhijit 

Bhattacharya et 

al[13] 

VGG-19 X-RAY 3 96.60% 

Gaurav 

Srivastava et 

al[14] 

CoviXNet X-RAY 3 96.61% 

Our proposed 

Model  

PSO-CNN-

SVM 

X-RAY 3 97.42

% 

V. CONCLUSION 

The paper presents the hybrid model developed with 

combination of particle swarm optimization, CNN and SVM 

(PSO-CNN-SVM) model to optimize the features.  The model 

produced good results of 97.42%. This method can be further 

improved and achieve better accuracy with larger datasets.  
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This research work explore the weldability, structural integrity, mechanical properties and

corrosion behaviour of dissimilar welds of Inconel 718 and AISI 430 developed by using

constant and pulse arccurrent modes in TIG welding process. The welded structures de-

fects for inspected by employing X-ray radiography images as well as macrostructures.

Metallurgical changes were observed using optical & scanning electron microscope tech-

niques. Mechanical properties of the joined structures were evaluated by performing

tensile test on UTM and hardness measurements on weld surfaces using Vickers hardness

tester. The resistance against the corrosion especially at the weld area of both welded

structures was measured. The joined structures were free from flaws and also seen the

uniformity of the filler distribution towards the base metals. The grain coursing with well-

defined grain structures were identified in CC-TIG weldmentswhereas fine grains with

clear distribution of filler alloying elements were seen in PC-TIG weldments. PC-TIG

weldments exhibited with better mechanical and corrosion resistance properties than

the CC-TIG weldments vowing to pulse arc mode during welding process. The aerospace

and nuclear industries will benefit from the study's findings especially turbine disc and

shaft assembly.
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1. Introduction

In the present world scenario, fusion and solid state welding

techniques are in use in industrial applications to produce

desiredwelded components. Tungsten Inert Gas (TIG) welding

process is one of the most commonly Fusion Welding (FW)

processes widely used for the development of nuclear re-

actors, offshore structures, pressure containers and petro-

chemical equipment [1e3]. This welding technique has two

different arc mode during welding process. In constant arc

mode, the welding current continuously supplied to welded

structures whereas, in pulse arc mode the current being pul-

sated from peak current to low current to control the heat

inputs [4,5]. During this period when the current reaches to

high level the weld metals are heated for fusion to occur.

When the current drops from high-low level the fusion zone

cools the molten pool [6]. Continuous heat-input in the fusion

welding process has produced the formation in the new

phases in the microstructure and also micro segregation of

the filler wire alloying elements and thus causing poor in

quality of welded structures [7]. The formation of grain

structures (coarse) and high HAZ are the major problems

related with CC-TIG process due to constant heat input [8].

The PC-TIGwelding is widely used in FW processes as that has

been stated to have more benefits than CC-TIG welding

technique [9]. A reduced total heat input to the welds have

lessmicro-segregation, porosity, bead size, distortion and re-

sidual stresses are the major benefit effects reported [10]. The

grain boundaries growth and substructures were observed

during PC-TIG welding process when main current is

increased [11] (see Fig. 12).

The Ni-based alloys exhibits superior mechanical proper-

ties and resistance towards corrosion in joints. These alloys

are weldable by most common welding processes. However,

Ni-based metals along with other materials like3XX grade

steels are welded as unique features of the weld metal allows

it to provide improved properties those of base plates [12]. Ni-

based fillers are preferred to join these dissimilar metals as

they overcome hot cracking tendencies and are less suscep-

tible to weld metal porosity [13]. Devendranath et al. [14]

carried the investigations on dissimilar welded joints of ma-

rine grade alloys SS 904 L and Monel 400 through PC-TIG

multi-pass welding technique. The fracture has occurred in

tensile test at the parent metal (Monel 400) in both weldments

with ERNiCrMo-4 and ERNiCu-7 as fillers. Devendranath et al.

[15] assessed the metallurgical aspects and mechanical

strengths of CCGTAW and PCGTAW of Monel 400 andAISI 304

welds by using E309L, ERNiCrFe-3 and ERNiCu-7 as fillers. The

fracture was observed at AISI 304 in PCGTAW weldments

when ENiCrFe-3 and ENiCu-7 fillers were employed. Balram

et al. [16] reported on metallurgical changes, mechanical
Table 1 e Composition of main alloying elements (wt.%) prese

Metal/wire Ni Fe Cr Mo Mn Si

AISI 430 e Bal 16.19 e 0.32 0.37

Inconel 718 Bal 20.08 17.26 2.8 0.20 0.10

ERNiCrMo-4 5.50 15.84 16.26 0.51 0.04
properties of constant and pulsed current TIG weldments of

Monel 400 and steel 316. Grain refinement with austenitic

phase structures were observed in fusion zone of PC-TIG

weldments. Also, segregation effect was greatly reduced at

the interfaces of both the metals [17].

Devendranath et al. [18] used the constant and PC-GTAW

processes for the development of super alloy Inconel and

AISI 316 L by using different filler wires. The development of

Niobium rich phases was identified at HAZ and weld area

when while employing ER2553 filler as it reduces the weld

strength [19]. Devendranath et al. [20] studied on welds of

Inconel and AISI 430 developed by PCGTAW process using

ERNiCrMo-4 and ER2553 fillers. The metallurgical study has

shown PMZ at the Inconel 718 HAZ and grain coarsening near

the HAZ of AISI 430. The toughness of Mo-4 filler weldments

was observed high to that of ER2553 weldments. The tensile

fracture was observed at base metal AISI 430 in two filler

weldments. Dev et al. [21,22] conducted experiments on

stainless steel 416 and Inconel 718 dissimilar weldments

developed in PCGTAWprocess by using twoNiobium free filler

metals ERNiCu-7, ERNiCrMo-4 and a duplex filler wire ER2553

[24].Weldmentswith all the above fillers, failure in the tension

test is seen at the base plate of 416 side.

It is clear that there is a high need for combining metals

that are different from one another in order to get many ad-

vantages in terms ofmetallurgical andmechanical properties.

This work is especially significant since base metals like

Inconel 718 and AISI 430 are frequently used in nuclear and

aerospace applications. The dissimilar metals of Inconel 718

and AISI 430 are welded using PC-TIG and CC-TIG welding

techniques by employing ERNiCrMo-4 filler wire. The metal-

lurgical changes due to constant and pulse arc mode in dis-

similar welds are characterized microscopes (OM/SEM). The

weldability, weld properties and resistance against the

corrosion are corroborated by conducting mechanical test-

ings’ as per ASTM standard. In this experimental investiga-

tion, the challenges for joining dissimilar metals,

minimization of microstructural errors of weldments of Ni-

based alloys and martensitic phase stainless steels are re-

ported. The selection of suitable filler metal for good weld-

ability, optimum parameters for achieving good bead profiles

and welding time for proper heat input rates to get less HAZ

width are also mentioned.
2. Material details and experimental set-up

The base plates, Inconel 718 and AISI 430, were sliced with

the dimensions of 150 � 100 � 5 mm using WEDM process in

order to maintain standard dimensions as per ASTM. The Ni-

based ERNiCrMo-4 filler of diameter 1.6 mm was selected to

join the dissimilar plates using CC-TIG and PC-TIG welding
nt in base/filler metals.

C P Cu Others

0.04 0.025 e S-0.005.

0.03 0.09 0.12 Nb- 4.9, Ti-0.73, Co-0.38, Al-0.28, S-0.012

0.02 0.007 0.06 W-3.5, V-0.18, Co-0.38, Ti-0.1, Al-0.31

https://doi.org/10.1016/j.jmrt.2023.04.231
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Table 2 e Welding parameters used for joining dissimilar plates.

Welding
technique

No of passes Peak current, Ip (A) Back ground
current,
Ib (A)

Frequency
(Hz)

Voltage
(V)

Time taken for welding
(s)

PC-TIG First pass 140 70 4 12 ± 2 36

Second pass 140 70 4 12 ± 2 34

CC-TIG First pass 140 e e 12 ± 2 36

Second pass 140 e e 12 ± 2 34
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methods. The composition of alloying elements present in

the base and filler metals was verified by conductingdry

spectroscopic test and, confirmed with standard data [25], is

presented in Table 1. Standard butt-V groove design was

made by machining the surfaces with an included angle of

450. To fill this V-groove with a land face of 1.5 mm, multi-

pass (two passes) welding method was adopted. To main-

tain constant root gap of 2.0 mm between the plates tack

welding was made. The parameters used in both CC-TIG and

PC-TIG processes are listed in Table 2. The heat given to

weldments (kJ/mm) values are calculated with Eq. (1). The

efficiency (h) of CCGTAW technique is considered as 70% [26].

During welding processes, shielding gas (Argon) was main-

tained with10 lpm flow rate to protect the vicinity of the weld

areafrom the harmful effects. The dissimilar weldments

were joined by using LINCOLN375 machine and corre-

sponding welds are shown in Fig. 1.

QCC=PC�TIG ¼ h� V � Iavg:
s

(1)

2.1. Characterization of dissimilar joints

After joining, the weldments developed from CC-TIG and PC-

TIG welding were inspected for internal defects using X-ray

radiography according to ASME standard. The X-ray source

was employed to inspect the welded samples with a short

wavelength with contact time of 2 min. After confirmation of
Fig. 1 e Developed dissimilar weldments using (
NDT analysis, the welded structures were cut into various test

samples to determine tensile strength on UTM, hardness

measurement using Vickers machine and metallurgical

behavoir with optical and scanning electron microscope (OM/

SEM) techniques. Three tensile test specimens were prepared

to find the strength of welded components. The hardness

values were measured on weld surface area with Vickers

micro-hardness tester. During measurement, a load capacity

of 500 gf and dwell period of 10 s was maintained. Test is

carried out according to ASTM E384-16 standard. The standard

metallographic processis followed to divulge the microstruc-

tures at different zones. The elemental composition of welded

sample by covering fusion, HAZ and base area are analyzed by

withEDAX technique. Further, Cyclic sweep corrosion test was

conducted at on weld surfaces to study the corrosion rate on

both weldments.
3. Test results & discussions

3.1. XRT-radiography

The results obtained from the XRT test were inspected and the

weld films are presented in Fig. 2. The X-ray films clearly

shown that the dissimilarmetals joinedwith both thewelding

techniques were free from weld cracks, flaws and porosity.

The uniform spread over of filler wire towards base metals

and complete bead profile were observed in both CC-TIG and

PC-TIG weldments.
a) CC-TIG and (b) PC-TIG welding processes.

https://doi.org/10.1016/j.jmrt.2023.04.231
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Fig. 2 e X-ray radiography images of dissimilar joint (left) CC-TIG and (right) PC-TIG welding processes.
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3.2. Macro/microstructures

3.2.1. CC-TIG weldment
The microstructures of base metals, Inconel 718 and AISI 430,

are shown in Fig. 3. In the base metal of Inconel 718, micro-

structure examinations revealed the existence of coarse

austenitic grains; for the base metal of AISI 430, ferrite struc-

ture inwhite phase andmartensite streaks in dark phasewere

observed. The macro/microstructures of bimetallic weldment

of Inconel 718 and AISI 430 joined with CC-TIG welding is

shown in Fig. 4. The macrograph of CC-TIG weldment shows

that the spread over of filler metal towards Inconel 718 side is

comparatively more than the towards AISI 430 side. The

coarse grain structures and newphase formation are observed

at the interfaces of both metalsas shown in Fig. 4 (a & d). Due

to the constant heat input given to basemetals, wider affected

areas are identified in this weldment. Similar observations on

the occurrence of micrographs when the samples were joined

using CO2 laser welding process which resulted in coarse-

grained Inconel 718 were reported by Devendranath et al.

[22]. The fusion zone of root and capping passes structures are

revealed in Fig. 4 (b& c). The chemical differences between the

base metals and the fusion zone are high that the grain

boundary liquation reduces the alloy's ductility. This, in turn,

causes grain boundaries to become brittleness. The columnar
Fig. 3 e Microstructure of base metal
with equi-axed structures are seen in both the passes which

could be attributed to increasing hardness number. The SEM/

EDAX analysis of CC-TIGweldment is shown in Fig. 5. The new

phases enriched with Mn, Co are identified at the interface

and at the Inconel HAZ. While, the adjacent side of AISI 430

has shown that tiny phase structures in white and black spots

are enriched with Ti, Mn and Nb. It was also observed that

there was significantly less Fe crossing the fusion border on

the AISI 430 side. However, the elemental movement over the

Inconel 718 contact was noticeable. Also, it can be observed

that some amount of Nb and Momoved towards AISI 430 side.

The elemental segregation can been seen from the EDAX

analysis due to the improper thermal cycles during and after

welding process. The high dense alloying elements like Ni, Mo

are observed in fusion zone which can enhance the weld

strength properties [26].

3.2.2. PC-TIG weldment
The macro/microstructures of dissimilar joint developed with

PC-TIG welding technique is shown in Fig. 6. The macro-

structure of PC-TIGweldment shows that uniform spread over

towards both the parentmetals. The fine grain structures with

clear grains can be seen at the interfaces of Inconel 718 as well

as AISI 430 as shown in Fig. 6 (a & d). The lower pulse fre-

quency employed during welding process and this could be
(a) Inconel 718 and (b) AISI 430.

https://doi.org/10.1016/j.jmrt.2023.04.231
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Fig. 4 e Macro/microstructures of CC-TIG weldment (a, d) HAZ of AISI 430, Inconel 718 and (b, c) fusion area of capping and

root passes.
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attributed to get homogeneity of microstructures and the

same was coated in others research work done on same kind

ofmaterials [23,24]. Additionally, it is well known that AISI 430

only experiences changes in grain size during thermal treat-

ments and not any other phase transformations. The weld

line zone of root and capping passes structures are revealed in

Fig. 6 (b& c). The uniform and equiaxed dendrite structure can

be seen in capping pass. It is also observed that the tiny

dendrite phases and fine cellular structures at the vicinity of

weld zone due to pulse arc mode where the arc is being fluc-

tuates fromhigher to lowerwith a frequency of 4 Hz. The SEM/

EDAX analysis of PC-TIG weldment is shown in Fig. 7. It is also

evident that the fusion area consist of dendritic structure and
enrichedwithMo and Ti as shown in Fig. 7 (b). The segregation

of alloying elements from the filler wire and base metal

Inconel 718 is reduced in this dissimilar welds. The interface

boundaries of AISI 430 consist of Mn, Ti and very small

amount of Nb phases which might be attributed to increase

the strength and also reduce the chances of getting failure of

the joint under tension test. EDS mapping studies over the

weld zone revealed that, other from the emergence of small

secondary precipitates in the weld zone, there was not much

elemental movement between the grains. The Inconel HAZ

has shown clearly that the less segregation effect of alloying

elements and formation of new phases at the interface of

weld.

https://doi.org/10.1016/j.jmrt.2023.04.231
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Fig. 5 e SEM micrographs and their EDAX analysis of CC-TIG weldment (a) AISI 430 HAZ, (b) fusion area and (c) Inconel 718

HAZ.

j o u r n a l o f m a t e r i a l s r e s e a r c h and t e c hno l o g y 2 0 2 3 ; 2 4 : 6 6 5 2e6 6 6 4 6657
3.3. Tensile test

Three tensile specimens were tested for welding strength and

the fractured specimens under uni-axial loads are shown in
Fig. 8. The tensile specimens fractured away from the HAZ of

AISI 430 in PC-TIG weldment whereas, the fracture can be

seen at the HAZ of AISI 430 in CC-TIG weldment. Martensite

grain boundaries were formed near the interface of 430 which

https://doi.org/10.1016/j.jmrt.2023.04.231
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Fig. 6 e Macro/microstructures of CC-TIG weldment (a, d) HAZ of AISI 430, Inconel 718 and (b, c) fusion area of capping and

root passes.
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enhance the microhardness and in turn increasing the weld

strength. The tensile stress with strain percentage graphs are

shown in Fig. 9. The test results of weldments are represented

in Fig. 9 showing that higher UTS and YS values in PC-TIG

weldment than the CC-TIG weldment. The results obtained

from this test are tabulated along with ratio of YS to UTS and

are shown in Table 3. The average UTS and YS of PC-TIG

weldment were perceived as 543 MPa and 375 MPa, respec-

tively which are greater than the UTS (537 MPa) and YS

(354 MPa) of CC-TIG weldment. This might be reasoned due to
the presence ofmain elements likeMo, Cr, Ti and Co exhibited

strengthening effect to made stronger matrix. The weld

strength was observed to lower when the samples were wel-

ded with ER2553 filler element compared to ERNiCrMo-4 filler

element [12].When the samples areweldedwith laserwelding

process [22], the weld strength was observed to be lower than

the pulsed welding process which could be attributed to the

lower pulse current and controlled heat input rate. The

improvement in yield strength is about 5.6% is more in PC-TIG

weldment in comparison with CC-TIG weldment. The ratio of
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Fig. 7 e SEM micrographs and their EDAX analysis of PC-TIG weldment (a) AISI 430 HAZ, (b) fusion area and (c) Inconel 718

HAZ.
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YS to UTS is observed high in PC-TIG weldment (0.69) in

comparison to CC-TIG weldment (0.66). Similar kind of ob-

servations were observed when the joining of Monel and steel

316 materials using same welding processes [27] (see Fig. 10).
3.4. Microhardness

The hardness measurement was made on the weld surface of

weld coupon of size 50 � 5 � 5 mm at a distance of 2.5 mm
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Fig. 8 e Tensile fracture under uni-axial loads of (a) PC-TIG and (b) CC-TIG weldments.

Fig. 9 e Tensile stress-strain plots of dissimilar weldments.

Table 3 e Average tensile test results of PC-TIG and CC-
TIG weldments.

Welding UTS,
MPa

0.2% of
YS, MPa

Ratio of
YS to
UTS

% of
Elongation

Failure
location

PC-TIG 543 375 0.69 20.5 AISI 430 side

CC-TIG 537 356 0.66 20.7 AISI 430 side
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from root. The profiles of microhardness of both welding

processes are shown in Figs. 10& 11. The average hardness

value at different zones are mentioned in Table 4. The Avg.

Hardness value at the HAZ of Inconel 718 of PC-TIG weldment

(209 HV) was higher than the CC-TIG weldment (195 HV). This

could be reason to the formation of coarse grain structures in

continuous current-TIG welding process. The Avg. Hardness

value at the FZ of PC-TIG weldment is observed as 206 HV
which is greater than the fusion of CC-TIGweldment (196 HV).

Due to the reheating in PC-welding process, the grain refine-

ment was observed at the weld zonewhich could attributed to

improve hardness number. The similar hardness profileswere

seen at the HAZ of SS 430 in both the welding processes. As

evident from the study (section 3.2), the AISI 430 HAZ in both

the welding processes is observed to have clear martensite

grain boundaries in the ferritic matrix. Compared to HAZ and

base plate of AISI 430, the hardness of fusion zone is greatly

improved in both thewelding techniques due to the formation

of short cellular equiaxed structures. The hardness mea-

surement studies are in good contract with metallurgical

studies (see Fig. 11).

3.5. Corrosion analysis of dissimilar weldments

Cyclic sweep corrosion test has been conducted in accordance

with ASTM G61to determine the rest potential, I-Corrosion

https://doi.org/10.1016/j.jmrt.2023.04.231
https://doi.org/10.1016/j.jmrt.2023.04.231


Fig. 10 e Microhardness profile of dissimilar weldment developed with PC-TIG welding.

Fig. 11 e Microhardness profile of dissimilar weldment developed with CC-TIG welding.

Table 4 e Comparison of average microhardness value of
PC-TIG and CC-TIG weldments.

Welding Inconel 718 HAZ
(HV0.5)

Weld zone
(HV0.5)

AISI 430 HAZ
(HV0.5)

PC-TIG 209 206 194

CC-TIG 195 196 196
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and corrosion rate. Slopes of the corrosion curves taken as

reference to calculate rest potential, I-Corrosion and corrosion

rate of base plates and welded joints as shown in Figs. 12& 13.

The data obtained from sweep corrosion test is listed in Table

5. The corrosion rate of base metals of Inconel and AISI 430

was observed as 2.84 mm/year and 1.047 mm/year respec-

tively. Due to martensitic face structure in steel 430 exhibited
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Fig. 12 e Potential verses current graph of Inconel 718 (left) and AISI 416 (right).

Fig. 13 e Potential verses current graph of dissimilar jointsof PC-TIG (left) and CC-TIG welding (right).

Table 5 e Corrosion test results of base/Inconel 718 and
AISI 430 weldments.

Base/
weldments

Rest potential
(mV)

Icorr. (mA/
cm2)

Corrosion Rate
(mm/year)

Inconel 718 �0.8179 0.00009 2.84

AISI 430 �0.4416 0.00003 1.047

PC-TIG �0.4811 0.00004 1.35

CC-TIG �0.514 0.00004 1.41
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high corrosion resistance than the Ni-based super alloy

Inconel 718. The corrosion rate of dissimilar weldments of PC-

TIG and CC-TIG welding processes was observed as 1.35 and

1.41 mm/year, respectively. Due to the formation of fine grain

structure and high dense alloying elements present in fusion

zone, corrosion resistance was improved in PC-TIG weldment

than the CC-TIG weldment (see Fig. 13).
4. Conclusions

The present research explore the effect of TIG welding current

modes on microstructural properties, tensile strength,
microhardness and corrosion resistance behavoir of AISI

430and Inconel weldments joined using ERNiCrMo-4 as filler.

The major points are drawn from the investigations and

are follows.

� Both welding processes used successfully to join dissim-

ilaraforementioned plates using ERNiCrMo-4 as filler. Also,

the radiography results have shown that no macro/micro-

defects throughout weld structures in both weldments.

� The grain growth and cellular dendritic phase structures

were observed in PC-TIG weldment whereas grain coars-

ening with Martensite phases were observed in CC-TIG

weldment. Due to the presence of strong alloying ele-

ments like Nb and Mo, no solidification cracking and HAZ

liquid cracking were identified in PC-TIG weldment.

� Higher tensile properties were observed in PC-TIG weld-

ment than the CC-TIG weldment and base metal AISI 430.

Also, higher ratio of YS to UTS value was observed in PC-

TIG weldment.

� The fusion zone and HAZ ofPC-TIG weldment experienced

greater hardness than CC-TIGweldment due the formation

of skeletal delta ferrite morphology.

� The corrosion rate of PC-TIG weldmentwas observed as

1.35 mm/year which is lower than the CC-TIG weldment

(1.41 mm/year). Comparatively corrosion resistance
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behavoir was improved in PC-TIG weldment when

compared to CC-TIGweldment and basemetal Inconel 718.

� The weldment joined with PC-TIG welding possess better

mechanical properties, good corrosion resistance and

formation of fine grain structures especially at the roots.

The outcomes of the present work will be useful in indus-

trial applications especially in turbine disc and shaft

assembly.
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Abstract 

The article suggests an unsupervised model for featuring student’s learning patterns in an open-

ended learning scenario. The article proceeds by generating powerful metrics to characterize the 

learner’s behavior and efficacy through Coherence investigation. Then, the selected features are 

combined through a Gaussian Hybrid Fuzzy Clustering (GHFC) that categorizes students based on 

their learning patterns. The proposed system features the essential behaviors of every group and 

associate the behaviors with ability to develop right models to gauge the learning gains between pre- 

and post-test scores. Also, this article explains the deployment of behavior characterization to be 

developed as a adaptive framework of learning behaviors. 

Keywords: Affective State Transition, Unsupervised Learning, Cognitive State Transition, 

Likelihood Metric, Fuzzy Clustering. 

1 Introduction 

Learning starts from the first day of our lives by learning essential activities and eventually evolving to 

learn complex activities. Learn generally occurs through transfer of knowledge fro man instructor whose 

role is shared by parents, siblings, or teacher in school (Cantor, P., et al, 2018). As time evolves, humans 

are expected to learn on their own without any guidance so that they apply their knowledge to solve real 

world problems. Many automations have been developed to assist the learning in the absence of a 

teacher. The automations or the computer system take the place of an instructor and supports students 

in learning. Though these systems can render knowledge to students, they do not interact with the 

student. This is a hindrance on the learning session. 
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Open-Ended Learning Environments (OELEs) offer the learners with authentic but meaningful 

learning by involving the students in problem-solving that is a combination of testing, developing and 

revisiting their own solutions (Land, S. 2000). Nevertheless, the novice learners tend to face challenges 

in conceiving, developing and further application of the knowledge into strategies succeed (Winslow, 

L.E. 1996). This raises a demand for scaffolding and feedback mechanisms to improve the proficiencies 

(Kinnebrew, J., et al., 2017). 

The proposed research focus around the development of CTSiM, an OELE to foster the learning of 

computational thinking (CT) and science concepts by deploying learning by modeling strategy. In this 

environment, the students develop their own simulation models through agent-based and block-

structured visual language. This is fastened with the help of supporting tools to test and verify their so 

developed models (Winslow, L.E. 1996 & Sengupta, P., et al. 2013). The Pre- and post-tests in previous 

studies revealed that the CTSiM have exhibited enhanced learning gains in both the domains namely CT 

and science. Nevertheless, a multitude of challenges are confronted by middle school students in 

conceiving, developing and further applying their acquired knowledge and modeling skills when they 

try to develop science models in CTSiM environment (Sengupta, P., et al. 2013). Students use different 

strategies to assist learning and model developing activities. But still selecting suboptimal strategies 

retard the learning and further aggravate the difficulties in model building. To aid the learning 

community to combat the challenges, an adaptive feedback mechanism which is to be integrated on 

automated detection, evaluation, and identification of learning patterns (Basu, S., et al., 2017 & Segedy, 

J.R., 2015). 

Most of the legacy systems are designed with an intend to help in learning by providing the cognitive 

as well as affective feedback to the learners in problem solving or exploration of the environments 

(Arroyo, I., et al., & Baker, R.S., et al., 2007). Tracking both the cognitive as well as affective states 

have facilitated these systems to completely model students apart from imparting better understanding.  

These facts were harnessed for the design and identification of appropriate feedback mechanism for 

learners. D’Mello and Graesser (D'Mello, S., et al., 2014) suggested a comprehensive model that 

considered cognitive as well as affective elements to demonstrate the transformation of emotions during 

the learning process. Augmenting to this, the model also anticipates learner’s behavior and issue suitable 

feedback when the student’s experience emotions that hinder their learning. The learners employ 

computer-based environments to learn as well as to get involved in non-learning tasks. Some of the 

cognitive states and affective states are isolated to direct the off-task activities like gaming and 

conversation with fellow students (Baker, R.S., et al., 2007). Though the environments hinder the 

students from involving in non-learning tasks, the students adopt self-learning. Even though they cannot 

manage their complete learning process, still they thrive to learn less by spending more time (Baker, 

R.S., et al., 2007). This article proposes a complete exploratory Machine Learning (ML) model to isolate 

the student’s behaviors in a case study approach to demonstrate the efficacy of the proposed approach. 

2 Proposed Methodology 

Students’ modeling and learning processes in CTSiM environment is seen as a coagulation of five vital 

activities: (1) perceiving and securing domain information and other CT-related ideas from hypertext 

resources (2) construction of an abstract but conceptual model in science domain through an agent-based 

framework; (3) developing computational models that mimics behavior of the agent through a block-

structured language with visual effects; (4) model execution to analyze the behaviors as generated by 

Net Logo (Wilensky, U) and (5) verification of the model’s correctness by comparing the behaviors as 

emanated by an expert model which could execute synchronously. The complete model building activity 
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and its behavior comparison with its interfaces are showed in Fig. 1. Elaborate details of the presented 

CTSiM environment is employed in middle school science and was very successful (Winslow, L.E. 1996 

& Sengupta, P., et al. 2013). 

 

Figure 1: Conceptual, Behavior, and Computational Interfaces of CTSiM 

The legacy research in CTSiM, have demonstrated good learning improvement with 2 introductory 

training tasks whereas with 3 modeling tasks. The learners familiarize with the interfaces and 

functionality of the system by creating agents to draw shapes as well as spirals, which is a direct 

kinematics learning. The three learning activities comprises of modeling the tasks under 2 topics 

pertaining to science: (1) advanced kinematics which is represented as unit. Here the learners model a 

rollercoaster car that moves on a track, and (2) ecology-based task. Here the learners initially create a 

macroscopic and microscopic model of a fish tank, which is perceived as unit 4 and 5 respectively. The 

macroscopic model concentrates on implementing fish and aquatic plant’s behavior along with their 

food chain. But this model is not stable. So, in unit 5 the learners add microscopic elements like bacteria 

and implement waste cycle to create a more sustainable fish ecosystem model. The preceding studies 

have revealed that the learners enthusiastically learn science as well as other CT concepts CTSiM 

(Winslow, L.E. 1996 & Sengupta, P., et al. 2013). 

Building Model 

The model building process CTSiM comprises of various problem-solving strategies and learning 

pedagogy. Hence, they can demonstrate a wide range of learning behaviors in students. The proposed 

work attempts to collect features from behavioral characteristics, so as to create an adaptive scaffolding 

as a primary means to grouping of learning behaviors. To perform this task, the methodology describes 

the behavioral nature of the learners wholly dependent on multitude of metrics associated with a specific 

task model. This work also assesses the quality of the developed model in CTSiM environment. 

Appropriate feature selection method is applied on the feature space, to attain optimal metrics which are 

closely relevant to clustering the students based on their behavior. The Gaussian hybrid fuzzy clustering 

(GHFC) is solely used to form the clusters. 
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Development of Suitable Measures that can Describe the Learning Behaviors 

In the preceding works, a more popular Coherence Analysis (CA) is deployed to create a model-based 

analytical framework, that inherently analyze the problem solving and learning patterns (Basu, S., et al., 

2017 & Kinnebrew, J., et al., 2017). The CA along with other performance metrics cumulatively 

characterize the feature space to elaborate the learning behaviors. The theory-based framework inclines 

to follow top-down approach that is responsible to identify the leaners action in any OELE which can 

be further categorized into one of three types: (1) acquisition of information (IA), (2) Construction of 

solution and (3) assessment of the so developed solution (SA) (Basu, S., et al., 2017). Each of these tasks 

can be further drilled down into hierarchical subtasks, where the leaves indicate the individual actions 

performed by the learners CTSiM. The IA tasks includes activities like searching, identification and 

understanding of all the essential information to build and correct models in the appropriate resource 

libraries. SC mainly concentrates on development as well as refinement of both computational and 

conceptual models. The action carried out in SC may be an edit operation on the models like augmenting 

a trait to the agent or eliminating a feature from it. SA activities comprise of executing the simulations 

in the learner developed model. It also compares the model’s behaviors with an expert model as 

explained in Section 2. Students are allowed to undergo the activities in the order they prefer. Tracking 

the combinations in which they order the tasks and the manner of switching among the tasks is very vital 

to learn about the learners and problem-solving capabilities (Basu, S., et al., 2017).  

The performance measure for assessing any action is done as a unary relation termed as effectiveness. 

This could effectively capture whether the performed action leads to appropriate solution. For instance, 

including an appropriate component or weeding off an inappropriate component from the model may 

characterize more effective strategy or action. Looking forward individual actions, the proposed CA 

delineates a support among any two actions namely 𝑥 𝑎𝑛𝑑 𝑦, 𝑥 →  𝑦. This implicitly means that the 

action y follows the action x, only if y consumes the information produced by the prior action x then it 

means that x supports action y, and vice versa. The CTSiM’s CA is applied to a set of some 22 measures 

that can feature the student’s deployment of learning strategies. Apart from this, the unary and binary 

metrics that are already defined, a third measures, termed as proportionality, which could effectively 

characterize the ratio of specific genre of actions. For instance, the term compare percentage elucidates 

the ratio of learners model against the cumulative count of actions. 

Selecting Appropriate Features and Generating Clusters Using Gaussian Hybrid Fuzzy Clustering 

(GHFC) 

Among the 22 CA measures that are taken for consideration, it has likelihood that few examples have 

comparatively lighter variance. These measures are nor effective in providing sufficient information to 

distinguish learners based on their behaviors. Hence feature selection method are applied to select the 

more appropriate measures that can positively contribute for cluster formation. 

The proposed FCM clusters the features by organizing and aggregating the pixels that belong to the 

same class. To start with, the pixels of the image are organized as a fuzzy matrix, to make the process 

simpler. FCM clustering in not capable of regularizing the inherent noise in the image. Also, it is not 

highly successful when scaled to higher dimensions. To cope up these, the images are clustered through 

Sparse FCM. The sparse FCM can effectively regulate the clustering model by the introduction of model 

parameters to make the model more suitable for hierarchical clustering. The Sparse FCM that is 

reformulated is given as, 

max
φ(V) = ∑ ux

p
x=1 (Kx, φ(V)) (1) 
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The term𝜑(𝑉) is the regularization parameter. Also, sparse FCM delineates the clustering framework 

as 

𝑚𝑎𝑥
𝑟, 𝜑(𝑉) = ∑ rx𝑢𝑥

𝑝
𝑥=1 (𝐾𝑥 , 𝜑(𝑉)) (2) 

Here rxis the pixel value that is dependent on objective function. The representation of sparse FCM 

is give as  

𝑚𝑎𝑥
v, k, rF(K, k, r) = rTBCSS(V) (3) 

The BCSS(V) is weights among cluster summation of squares. Also, sparse FCM clusters by using 

the centroid (𝐶𝑆_𝐹𝐶𝑀). 

The proposed GHFC, the cluster centroids take the responsibility to be identified by both the schemes 

that are altered by constant 𝛼. This represents a Gaussian function. The primary purpose of the Gaussian 

function is to regulate or normalize the continuous events, that are binomial. The Gaussian distribution 

function is also used for determining the centroid which eventually increases the likelihood of obtaining 

improved clusters. The equation for determining the optimal centroid is presented below: 

𝐶 = 𝛼𝐶𝐹𝐶𝑀 + 𝛽𝐶𝑆_𝐹𝐶𝑀 (4) 

The terms 𝐶𝐹𝐶𝑀 and 𝐶𝑆_𝐹𝐶𝑀represents the centroids that are eventually identified by the sche, esFCM 

and Sparse FCM respectively. 𝑇ℎ𝑒 constant 𝛽 is actually derived from 𝛼, i.e., 𝛽 = 1 − 𝛼. The Gaussian 

function 𝛼 is mentioned as,  

𝛼 =
∑

1

2𝜋𝜎2𝑒
−

(𝑢𝑥−𝜇)

2𝜎2𝑝
𝑥=1

𝑁
  (5) 

The term μ represents the mean of the image whereas σ is the variance of the image. P is the count 

of pixels in the image segment. Deploying the Gaussian function to find the aggregate centroid, certainly 

improves the segmentation accuracy. Apart from this, it is also used for hybridization of the results from 

FCM as well as Sparse FCM to make the model more robust in handling noise. 

The significant features of the clusters are used to feature the learning pattern pertaining to the 

clusters. The analysis on the data sourced from a classroom of 98 middle school students in Nashville, 

TN. 

3 Experimental Results 

The experimentation is conducted in 6th-grade classroom which comprises of students in the age group 

of 11–13-year-olds. They were observed for 3 weeks in science classes. On day 1, the participants were 

asked to attend pre-tests in paper-pen mode on three topics namely kinematics, ecology, and CT. On 

Day 2, all the learners were asked to attend a lecture on agent-based modeling in the CTSiM 

environment. On third day, the students studied Unit 1 whereas on fourth day they were asked to work 

individually on drawing spirals. Students were then subjected to work individually even on Unit 3 and 

to build a rollercoaster model on subsequent days. On seventh day the learners were actively participated 

in the post-test on kinematics post-test as well as on CT. The next five days, the students were made to 

work as individuals to build the fish tank ecosystem, which is to be perceived as a macroscopic model. 

Then the microscopic model is added on the system. At last, all the learners were made to attend the 

ecology post-test as well as second post-test on CT. 

The process of clusters generation is deployed through Gaussian hybrid fuzzy clustering (GHFC) on 

a subset of metrics handcrafted by feature selection. The cluster size was maintained as 6. Euclidean 
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metric is used to find the distance. For about 1000 random restarts were done to control the impact 

cluster center selection. Table 1 summarizes the average as well as Standard Deviations (SD) of the 

clusters.  

Table 1: Mean Cluster Values Pertaining to Rollercoaster Modeling Activity (*.p is Maintained as Less 

than 0.05) 

Metrics CT learners 

at n value as 

2 

Aimless 

comparators at n 

value as 24 

Efficient 

learners at n 

value as 2 

Non-strategic 

tester sat n 

value as18 

Tinkerers at 

n value as36 

Unsystematic 

builder sat n value 

as16 

CT read 1474* (506) 11.1(24) 106 (139) 28 (45)  56 (110)  34 (59) 

Conc. edt 

% 

7.8 (4.8) 39*(1.9) 10.1 (6.3) 6.3 (3.1)  5.0* (2.1)  11.7* (7.5) 

Comp. 

edt % 

22.0 (1.2) 21.8* (4.9) 45.5(14) 28.9 (5.1)  35.3 (5.3)  47.4* (6.6) 

Concep. 

Size 

7.0 (2.4) 7.7 (3.9) 10.5 (0.8) 5.3* (2.7)  8.1 (4.2)  6.4 (3.2) 

Comp. 

size 

5.4 (0.8) 4.4* (0.8) 5.0 (1.4) 3.9* (0.6)  6.0* (1.1)  6.7* (2.1) 

Test % 49* (10.7) 32.1 (4.5) 16.5* (4.8) 44.4* (6.0)  34.7 (4.3)  29.7* (5.5) 

Compare 

% 

18.1 (15) 37.8* (6.3) 6.8 (1.4) 16.8* (4.9)  21.4 (5.0)  8.7* (3.4) 

Compare 

part 

12.8 (19.5) 34.6* (5.2) 58.3* (11.8) 20.4* (12.9)  31.9* (8.2)  15.6* (13.9) 

SC to IA 

% 

0.9.9 (0.6) 0.5* (0.4) 3.5* (3.7) 1.1 (1.3)  0.6 (0.8) 0.7 (0.7) 

SC to SA 

% 

15.3 (6.5) 21.1* (4.4) 11.7 (3.8) 21.3* (3.8)  14.1* (2.6) 12.4* (4.3) 

SA to IA 

% 

0.7 (0.3) 0.4 (0.4) 8.7* (1.4) 0.8 (0.5)  0.7 (1.0) 0.8 (1.3) 

SA to SC 

% 

5.8 (2.3) 6.1* (1.6) 25* (2.7) 12.2 (3.7)  9.8* (2.4) 18.4* (5.5) 

Table 2 displays the following measures: learning gains starting from the pre- till the assessment of 

post-tests both in the domain as well as in CT, model distance among the models developed by students 

and expert model. The distances that are closer to 0 indicates that the modelling is better. 

Table 2: SD and Average of Performance by Clustering in RC 

Cluster Domain gain CT gain Conc. dist Comp. dist. 

Efficient learners whose n value is 2 12.00 (8.49) 4.00 (1.41) 10.50 (0.71) 11.00 (0) 

Tinkerers whose n value is 36 3.99 (5.00) 2.14 (2.14) 7.20 (1.89) 12.5 (11.1) 

Non-strat. testers whose n value is 18 6.50 (6.40) 0.64 (2.05) 8.39 (1.54) 14.00 (8.93) 

Unsys. builders whose n value is 16 4.59 (6.22) 1.09 (1.27) 9.40 (1.96) 12.45 (5.15) 

A. comparators whose n value is 24 4.11 (3.70) 0.76 (2.46) 8.08 (1.77) 16.83 (11.28) 

CT learners whose n value is 2 −2.85 (0.40) 2.00 (0) 7.00 (0) 19.50 (3.54) 

All students whose n value is 98 4.49 (5.39) 1.11 (2.12) 8.49 (1.84) 14.09 (9.84) 

4 Conclusion 

This article presents in integrated research on learner behaviors as well as its performance as exhibited 

by the performance clusters in two genres namely pre-post learning gains and building models. The 

detailed experimentation on the cluster’s learning features imparts multiple but valuable insights that 

can be leveraged to formulate adaptive scaffolds for every formed cluster. The derivation of CA metrics 

and clustering are combined as the recent version of CTSiM to characterize the 6 behaviors as indicated 
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by the clusters reported. The article also presents generic methods to (1) formulate actions in any OELE, 

(2) quantize the relation between learner’s actions through CA and (3) select the appropriate metrics that 

to feature the learning patterns. Detailed analysis of learning behaviors gave in depth insights on 

distinctive learning behaviors and also on the deployment of learning strategies. Augmenting to this, the 

study emphasized that learners with better understanding outperformed the ad hoc learners. Also, the 

study infers that a vast majority of learners improved their learning autonomously. 

References 

[1] Arroyo, I., Cooper, D.G., Burleson, W., Woolf, B.P., Muldner, K., & Christopherson, R. (2009). 

Emotion sensors go to school. In Artificial intelligence in education, 17-24. Ios Press.  

[2] Baker, R.S.D., Rodrigo, M.M.T., & Xolocotzin, U.E. (2007). The dynamics of affective 

transitions in simulation problem-solving environments. In Affective Computing and Intelligent 

Interaction: Second International Conference, ACII 2007 Lisbon, Portugal, September 12-14, 

2007 Proceedings 2, 666-677. Springer Berlin Heidelberg.  

[3] Baker, R.S.D., Rodrigo, M.M.T., & Xolocotzin, U.E. (2007). The dynamics of affective 

transitions in simulation problem-solving environments. In Affective Computing and Intelligent 

Interaction: Second International Conference, ACII 2007 Lisbon, Portugal, September 12-14, 

2007 Proceedings 2, 666-677. Springer Berlin Heidelberg. 

[4] Basu, S., Biswas, G., & Kinnebrew, J.S. (2017). Learner modeling for adaptive scaffolding in a 

computational thinking-based science learning environment. User Modeling and User-Adapted 

Interaction, 27, 5-53. 

[5] Cantor, P., Osher, D., Berg, J., Steyer, L., & Rose, T. (2021). Malleability, plasticity, and 

individuality: How children learn and develop in context 1. In the Science of Learning and 

Development, 3-54. Routledge. 

[6] D’Mello, S., Lehman, B., Pekrun, R., & Graesser, A. (2014). Confusion can be beneficial for 

learning. Learning and Instruction, 29, 153-170.  

[7] Kinnebrew, J.S., Segedy, J.R., & Biswas, G. (2015). Integrating model-driven and data-driven 

techniques for analyzing learning behaviors in open-ended learning environments. IEEE 

Transactions on Learning Technologies, 10(2), 140-153. 

[8] Land, S.M. (2000). Cognitive requirements for learning with open-ended learning 

environments. Educational Technology Research and Development, 61-78. 

[9] Segedy, J.R., Kinnebrew, J.S., & Biswas, G. (2015). Using coherence analysis to characterize 

self-regulated learning behaviours in open-ended learning environments. Journal of Learning 

Analytics, 2(1), 13-48. 

[10] Sengupta, P., Kinnebrew, J.S., Basu, S., Biswas, G., & Clark, D. (2013). Integrating 

computational thinking with K-12 science education using agent-based computation: A 

theoretical framework. Education and Information Technologies, 18, 351-380.  

[11] Tisue, S., & Wilensky, U. (1999). Center for Connected Learning and Computer-Based 

Modeling Northwestern University, Evanston, Illinois. Net Logo: A Simple Environment for 

Modeling Complexity, Citeseer. 

[12] Thang, N.C., & Park, M. (2020). Detecting Malicious Middleboxes In Service Function 

Chaining. Journal of Internet Services and Information Security, 10(2), 82-90. 

[13] Winslow, L.E. (1996). Programming pedagogy—a psychological overview. ACM Sigcse 

Bulletin, 28(3), 17-22. 



Assessing Learning Behaviors Using Gaussian Hybrid Fuzzy 

Clustering (GHFC) in Special Education Classrooms 

Dr.R. Udayakumar et al. 

 

125 

Authors Biography 

            

Professor. Udayakumar Ramanathan is serving in Teaching community for more than 

two decades, he successfully produced 5 Doctoral candidates, he is a researcher, 

contribute the Research work in inter disciplinary areas. He is having h-index of 12. 

He associated as Dean –Department of computer science and Information 

Technology, Kalinga University, Raipur, Chhattisgarh. 

 

 

Muhammad Abul Kalam is a research scholar in Bharath Institute of Higher 

Education and Research, Selaiyur, Chennai as well as working as Assistant Professor 

in CMR Institute of Technology, Hyderabad. His interest includes Machine Learning, 

Network Security as well as Data Mining and Data Warehousing. 

 

R. Sugumar has received his BE degree from the University of Madras, Chennai, 

India in 2003, M. Tech degree from Dr. M.G.R. Educational and Research Institute, 

Chennai, India, in 2007, and PhD degree from Bharath University, Chennai, India, in 

2011. From 2003 to 2021, he has worked at different positions like Assistant 

Professor, Associate Professor, Professor & HOD in various reputed engineering 

colleges across India. He is currently working as a Professor in the Department of 

Computer Science and Engineering at Saveetha School of Engineering, SIMATS, 

Chennai, India. His research interests include data mining, cloud computing and 

networks. He has published more than 45 research articles in various international 

journals and conference proceedings. He is acting as a reviewer in various national 

and international journals. He has chaired various international and national 

conferences. He is a life time member of ISTE and CSI. 

 

 

Dr.R. Elankavi is presently Working as the Associate Professor in the Department of 

Computer Science and Engineering, Siddharth Institute of Engineering & 

Technology, Puttur, Tirupati District, Andhra Pradesh, India. He graduated in 

Computer Science and Engineering from Muthayammal Engineering College in the 

year 2009, received Master of Technology in Information Technology from B.S. 

Abdur Rahman University, Vandalur, Chennai in the year 2012 and PhD in 2020 

respectively from the Bharath Institute of Higher Education and Research, Selaiyur, 

Chennai, India. He is having over 11 years of teaching experience. His field of 

interests is Computer Networks, Wireless Sensor Networks, IOT and Cloud 

Computing. He is having Life Member of ISTE, He has published 38 papers in the 

International / National Conferences/Journals and He published 4 patents. 

 



International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9s 

DOI: https://doi.org/10.17762/ijritcc.v11i9s.7428 

Article Received: 09 May 2023 Revised: 30 June 2023 Accepted: 29 July 2023 

___________________________________________________________________________________________________________________ 

 

    334 

IJRITCC | August 2023, Available @ http://www.ijritcc.org 

WeedFocusNet: A Revolutionary Approach using 

the Attention-Driven ResNet152V2 Transfer 

Learning 

 

B.Sunitha Devi1, N. Sandhya2, K. Shahu Chatrapati3 
1Research Scholar, JNTUH, Hyderabad & Assistant Professor of CSE, CMR Institute of Technology 

Hyderabad, India. 

sunithadevi.b2022@gmail.com 
2Department of Computer Science and Engineering, VNR Vignan Jyothi Institute of Engineering &Technology 

Hyderabad, India 

sandhyanadela@gmail.com 
3Department of Computer Science and Engineering, Jawaharlal Nehru Technological University Hyderabad 

Hyderabad, India 

shahujntu @gmail.com 

 

 Abstract— The advancement of modern agriculture is heavily dependent on accurate weed detection, which contributes to efficient 

resource utilization and increased crop yield. Traditional methods, however, often need more accuracy and efficiency. This paper presents 

WeedFocusNet, an innovative approach that leverages attention-driven ResNet152V2 transfer learning addresses these challenges. This 

approach enhances model generalization and focuses on critical features for weed identification, thereby overcoming the limitations of existing 

methods. The objective is to develop a model that enhances weed detection accuracy and optimizes computational efficiency. WeedFocusNet, 

a novel deep-learning model, performs weed detection better by employing attention-driven transfer learning based on the ResNet152V2 

architecture. The model integrates an attention module, concentrating its predictions on the most significant image features. Evaluated on a 

dataset of weed and crop images, WeedFocusNet achieved an accuracy of 99.28%, significantly outperforming previous methods and models, 

such as MobileNetV2, ResNet50, and custom CNN models, in terms of accuracy, time complexity, and memory usage, despite its larger 

memory footprint. These results emphasize the transformative potential of WeedFocusNet as a powerful approach for automating weed 

detection in agricultural fields. 

Keywords-Weed detection, Hybrid Attention mechanism, Transfer learning, Convolutional neural network, Agriculture Practices, Precision 

Farming. 

 

I.  INTRODUCTION 

Agriculture is vital for both the economy and the world's food 

supply. More food will be needed, with an estimated 9.7 billion 

people worldwide by 2050. However, weed infestation is one 

obstacle threatening agricultural productivity [1-4]. Weeds 

reduce crop yield and quality by competing with crops for 

sunlight, water, and nutrients. Some weeds are hosts for crop 

diseases, which only worsens the situation. In agriculture, Weeds 

pose a major challenge as they strive with crops for resources 

like nutrients, water, and sunlight. Additionally, weeds can 

reduce crop yields in quantity and quality. In the United States, 

weeds cost farmers an estimated $40 billion annually. 

Traditional weed control methods, such as herbicides, are 

expensive and can harm the environment [5]. 

. There are several drawbacks to using conventional weed 

management techniques like hand weeding or chemical 

herbicides. Because of the time and effort required, manual 

weeding is not viable for commercial farms. Chemical 

herbicides, on the other hand, have adverse ecological effects 

and promote the growth of weeds that are immune to the 

chemicals. Therefore, more effective and long-term strategies 

for controlling weeds are desperately needed. 

Machine learning, particularly deep learning, has 

shown promise in recent years to address this issue. Weed 

classification and detection in various crops have been 

accomplished using deep learning models like Convolutional 

Neural Networks (ConvNets)[6]. Due to their capacity to learn 

intricate patterns from extensive data sets, these models are 

highly appropriate for analyzing the detailed spectral profiles of 

both crops and weeds. Even though these results are positive, 

more research is necessary to realize their potential fully. 

Automatic weed detection can be achieved by training 

a machine-learning model on images of crops and weeds. 

However, manual inspection and simple image processing 

techniques, two of the most common conventional weed 

detection methods, often fall short of expectations regarding 

accuracy and efficiency [7]. These techniques can be tedious, 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9s 

DOI: https://doi.org/10.17762/ijritcc.v11i9s.7428 

Article Received: 09 May 2023 Revised: 30 June 2023 Accepted: 29 July 2023 

___________________________________________________________________________________________________________________ 

 

    335 

IJRITCC | August 2023, Available @ http://www.ijritcc.org 

time-consuming, and error-prone. They also might struggle in 

complex and ever-changing agricultural environments [8]. 

Propose a new method for weed detection using the 

Attention-Driven ResNet152V2 Transfer Learning Approach to 

tackle these problems. To take advantage of deep learning, we 

employ the ResNet152V2 architecture and add an attention 

mechanism that allows the model to focus on the most critical 

features for weed detection [9]. In addition, it uses transfer 

learning to draw on the expertise acquired during pre-training 

using an extensive collection of natural-image instances. A new 

method called attention-based transfer learning permits deep 

learning models to be trained with less data. The most 

distinguishable characteristics of an image are identified with the 

aid of attention mechanisms. Machine learning's transfer 

learning method involves re-training a model for a different but 

related task. By utilizing the wealth of information contained in 

existing models, this method reduces the quantity of labeled data 

required for training. However, the model's accuracy can be 

enhanced by using the attention mechanism to concentrate on the 

most critical features for weed detection. 

The remainder of the article is organized as follows: 

The literature review in Section 2 discusses conventional weed 

detection techniques and earlier research on the application of 

transfer learning and attention mechanisms to weed detection. 

WeedFocusNet is described in Section 3 in detail, along with an 

explanation of how it combines transfer learning and attention 

mechanisms for weed detection. WeedFocusNet's performance 

in the experiments is compared to conventional methods in 

Section 4. Also, it discusses the implications of the results, the 

advantages and disadvantages of WeedFocusNet, and possible 

research directions. It also describes the experiment design, 

including the training and testing dataset, the model 

configuration, and the evaluation metrics. The paper is 

concluded with a summary of the research and its findings in 

Section 5. 

II. LITERATURE SURVEY 

Recently, there has been discussion about using machine 

learning in agricultural production systems. Several studies have 

investigated the feasibility of using machine learning algorithms 

for weed detection using shape and texture features [10]. It has 

been suggested that a neural network label images based on their 

wavelet texture features [11]. The features would be selected 

using Principal Component Analysis (PCA). This method 

successfully detects weeds in crops, even in heavy occlusion or 

leaf overlap. 

The development of deep learning (DL), a subfield of 

machine learning and artificial intelligence (AI), is poised to 

revolutionize precision agriculture automation [12, 13, 14]. DL's 

application has proven immensely beneficial across several 

domains of precision agriculture [15, 16], encompassing disease 

detection, crop plant identification and counting [17, 18], crop 

row detection [19, 20], crop stress assessment [21, 22], fruit 

recognition and freshness grading [23, 24], fruit harvesting [25], 

and site-specific weed management (SSWM) [26, 27]. 

In [28], the authors delve into the application of a K-means 

feature learner combined with a CNN for weed identification. 

The results reveal that this model surpassed a convolutional 

neural network with random initialization by 1.82% and a two-

layer network without fine-tuning by 6.01%, reaching an 

impressive overall accuracy of 92.89. This approach effectively 

demonstrates the potential of enhancing weed detection systems 

by integrating deep learning models with conventional machine 

learning techniques such as K-means. 

The multi-stage process of weed detection [29] emphasizes 

the importance of each step and the need for efficient solutions 

to guarantee overall accuracy and efficiency. This paper's main 

objective is to provide a concise overview of the most recent 

developments in weed detection with image processing 

techniques and ground-based machine vision. Pre-processing, 

segmentation, feature extraction, and classification are just a few 

subjects covered in the study. 

The use of machine learning for high-throughput stress 

phenotyping in plants has also been studied in research [30]. 

Utilizing machine learning algorithms presents a promising 

approach to achieve faster, more efficient, and improved data 

analytics, creating new opportunities for non-destructive field-

based phenotyping. 

Unmanned Aerial Vehicles (UAVs) have also been 

reviewed for their potential use in precision agriculture [31]. The 

high spatial and temporal resolution images collected by UAVs 

can be used in several crop management tasks. These 

innovations are expected to significantly reduce costs and boost 

yields in agriculture, revolutionizing the industry in the process. 

It has been argued that the foundation for future sustainable 

agriculture can be found in data management in smart farming, 

with robotic solutions incorporating artificial intelligent 

techniques [32]. With the help of these innovations, data-driven 

agriculture is reshaping food production to meet future 

population growth sustainably. 

Solutions that consider the novel characteristics of UAV 

data, such as its ultra-high resolution, availability of coherent 

geometric and spectral data, and capability to use multiple 

sensors simultaneously for fusion, have been evaluated critically 

for their potential in remote sensing applications [33]. 

The development of machine learning, particularly deep 

learning, has presented novel prospects for effective and eco-

friendly weed detection. Convolutional Neural Networks 

(CNNs) and other deep learning models have demonstrated 

impressive performance in image recognition tasks, making 

them well-suited for weed detection. However, these models 
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have a high data and computational resource requirement for 

training, which can slow down their widespread use. 

Using a previously trained model as a foundation for a 

different task is the essence of transfer learning, a machine 

learning technique. This method has proven useful when there is 

a need for more information to use in a new endeavor. Weed 

detection models can benefit from transfer learning [34], which 

takes advantage of models pre-trained on large image datasets 

like ImageNet. 

On the other hand, models may focus on the most critical 

aspects of the input to make accurate predictions with the help 

of attention mechanisms. As the relevant features may be 

localized to specific parts of the image, this can be especially 

helpful in weed detection. 

Several studies have explored the possibility of using deep 

learning to identify weeds. For real-time weed classification in 

sugar beetroot fields, see [35], which used CNNs. Similarly, [24] 

used multispectral images and a micro aerial vehicle to create a 

dense semantic weed classification system for precision 

agriculture. 

Recently, [36] developed lightweight deep-learning models 

specific to soybean crops for weed detection. They used a CNN 

model called MobileNetV2, optimized for portable and 

embedded vision systems. The dataset for training the model 

consisted of 15,337 images, and the train/validation split was 

70%/30%. On the validation set, the model performed at an 

accuracy of 96.5 percent, proving the usefulness of deep learning 

for weed detection. 

That is why it is encouraging that weed detection efforts are 

increasingly turning to machine learning and, specifically, deep 

learning. Using transfer learning and attention mechanisms, it is 

possible to create effective weed detection systems that cut labor 

costs and environmental impact. 

III.  WEEDFOCUSNET  

As shown in Figure 1, the proposed method, which has been 

given the name WeedFocusNet, is innovative and uses 

ResNet152V2 transfer learning, emphasizing attention to weed 

detection. This approach was developed to fill the gaps left by 

conventional weed detection techniques, which frequently fail 

to meet expectations in terms of accuracy and effectiveness. 

The CNN ResNet152V2, pre-trained on an extensive 

dataset of natural images, is the backbone of WeedFocusNet. 

Due to the wide variety and complexity of images used in weed 

detection, the model must be well-trained before being applied 

to new images. 

WeedFocusNet is a ResNet152V2 extension that 

includes an attention function. The model can then generate 

predictions based on what it sees as the most critical elements 

of an image by doing this. By combining transfer learning with 

attention mechanisms, the model can concentrate on a specific 

color, shape, or texture feature that, in the context of weed 

detection, is most indicative of weeds. With an attention 

mechanism, the model can focus on the critical elements for 

weed recognition by drawing on its existing knowledge of an 

extensive collection of natural pictures to transfer learning. 

 
Figure 1. Proposed the Attention-Driven ResNet152V2 Transfer 

Learning Approach. 

A.  ResNet152V2 

Deep learning models serve as the basis for many 

cutting-edge AI applications in today's rapidly changing AI 

ecosystem. The ResNet152V2 model architecture is exceptional 

due to its outstanding performance and adaptability. 

ResNet152V2 will be thoroughly analyzed in this article, 

including its distinctive characteristics and cutting-edge 

applications across various sectors. 

A Residual Network (ResNet) family member, the 

ResNet152V2 CNN, has finished pre-training on a massive 

sample of over a million images acquired from the ImageNet 

database. This model is a potent tool for precise image 

classification jobs with its capacity to recognize 1,000 different 

item classes. The letters "152" and "V2" denote that this is the 

second iteration of the architecture seen in Figure 2, and the 

number "152" denotes the network's 152 layers. 

One of ResNet152V2's distinctive features is the use 

of residual learning, a method created to overcome the 

vanishing gradient issue experienced by deep neural networks. 

It can be challenging to train the network because the gradients 

of the loss function might get very small as they backpropagate 

through the network. This issue is resolved by the "shortcut 

connections" added in ResNet152V2, which enable gradients to 

be backpropagated straight to prior layers. 

In addition, batch normalization, which can speed up 

training and boost model efficiency, is built into ResNet152V2. 

The training process is slowed down by a phenomenon known 

as internal covariate shift, which is mitigated by batch 

normalization. This shift occurs when the distribution of layer 

inputs shifts during training. 

ResNet152V2's robustness and adaptability have led to 

its widespread use. ResNet152V2 has found application in the 

medical field, for instance, in automated defect detection on 

chest X-rays[37] and in the diagnosis of COVID-19 using chest 

X-ray and CT images[38]. ResNet152V2 can learn complex 

features from images, contributing to its high accuracy in these 

scenarios. 
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ResNet152V2 has already shown its potential to 

transform conventional farming by being used for tasks such as 

grading walnut kernels [39] and weed detection. Biometric 

identification of Black Bengal goats [40] demonstrates the 

potential of ResNet152V2 for wildlife conservation through its 

application to animal identification. 

 

 
Figure 2. The architecture of ResNet152V2 

B. The Efficacy of Transfer Learning with ResNet152V2 

Machine learning researchers have developed a 

powerful technique called transfer learning to learn better a new 

task related to an existing one. This method shines when 

working with deep learning models like ResNet152V2 that have 

been pre-trained on large-scale datasets. 

The use of transfer learning with ResNet152V2 offers 

a significant benefit when applied to the problem of weed 

detection. The model is first enriched on a large dataset of plant 

images, and then it can be fine-tuned to identify particular weed 

species. Changing the model's weights allows it to use the 

features it learned during the pre-training phase to improve its 

performance on the weed detection task. 

There is a plethora of upsides to adopting this strategy. 

It reduces the quantity of input data needed to train the model. 

The model needs less data to generalize effectively to the new 

task because it has already learned a variety of features from the 

pre-training phase. This is especially useful in settings where 

data is hard to come by or prohibitively expensive. 

Second, transfer learning lessens the time and 

computing power needed to complete the training process. 

Since the model has already been trained extensively in the pre-

training phase, less processing time is required in the fine-

tuning phase. Because of this, ResNet152V2's transfer learning 

is a cheap option for weed detection and other similar tasks. 

C. The Power of Attention Mechanisms with 

ResNet152V2 

In machine learning, an attention mechanism is a 

potent tool in several applications. It lets models zero in on the 

most relevant information when making predictions, which can 

boost their efficacy by a significant margin [41-44]. 

The ability to visually explain the decision-making 

process of convolutional neural networks (CNNs) is one of the 

most significant advantages of the attention mechanism [42]. 

This is especially helpful in image recognition tasks, where 

knowing which regions of an image the model is analyzing is 

crucial for achieving accurate predictions [42,44]. 

 

 
Figure 3. Attention mechanism 

Combining the attention mechanism with other 

methods, like transfer learning, has increased the latter's 

efficiency [41]. Figure 3 depicts the Self-Supervised 

Equivariant Attention Mechanism (SEAM), which employs 

transfer learning to train a model on a large dataset of natural 

images before employing the attention mechanism to refine the 

model's predictions [41]. 

The field of medical image analysis has also made use 

of the attention mechanism. Distance-Wise Attention (DWA) 

was first introduced in a study of detecting and segmenting 

brain tumors from MRI. This mechanism considers the impact 

of the model's central tumor and brain location, which improves 

tumor segmentation accuracy [43]. 

These results show how adaptable and efficient the 

attention mechanism can be. Better model performance and new 

insights into decision-making are two outcomes that can be 

achieved through the attention mechanism. 

With the advent of attention mechanisms, deep 

learning has been revolutionized by allowing models to focus 

on the input data's most critical aspects. Incorporating attention 

mechanisms into deep learning models like ResNet152V2 can 

significantly improve the model's performance, especially on 

image classification tasks like weed detection. 

To improve ResNet152V2's weed classification 

accuracy, it can be outfitted with an attention mechanism. As a 

result of the model's attention mechanism, it can zero in on the 

weed-containing regions of an image while ignoring the rest. 

This granular attention can help the model accurately categorize 

weeds into various types. 

IV. RESULTS AND DISCUSSION 

A.  Dataset and Model Training  

The soybean, soil, broadleaf, and grass category was 

used in the experiment's comprehensive dataset [45]. Python 

libraries like NumPy and Pandas were used to import and 

process the data set. The images were downscaled to 224x224 

pixels and in array format to facilitate further processing. The 

overall complexity of the time required to load the images was 

around 70.25 units. 
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Figure 4: Display of an Input image 

B.  Results Analysis and Discussions  

In light of what has been said so far, it seems likely 

that the model being trained employs a variation of the 

ResNet152V2 architecture. Epochs are time intervals in the 

training process that represent complete iterations through the 

entire training dataset. 

After 17 epochs of training, the model showed no 

significant improvement in validation loss, so the training was 

terminated. Overfitting, where a model does well on the training 

data but poorly on unseen data, can be avoided in machine 

learning by doing this. Loss and accuracy measures are used to 

assess the model's effectiveness. The objective is to find a 

solution that minimizes the loss, which measures the model's 

error. The goal is to maximize the accuracy, which is the rate at 

which the model makes correct predictions. 

The model's effectiveness grew considerably as it was 

trained. For instance, between epochs 1 and 12, the validation 

set's accuracy went from 58.44% to a maximum of 99.28%. 

However, the model's performance declined after the 12th 

epoch, leading to the abrupt termination. 

During the 12th epoch, the model achieved its best 

performance, demonstrating a validation loss of 0.01788 and a 

validation accuracy of 99.28%. The model's generalization 

ability was assessed on a test set—a distinct dataset that was not 

utilized during the training phase. This evaluation procedure 

gauges the model's performance on unseen data, providing 

insights into how it will likely perform in real-world scenarios. 

The evaluation was done in 48 batches (steps), each taking 

approximately 31 milliseconds for about 4 seconds. The 

memory used during this process was approximately 

28022.8828125 MB. 

The model's performance was evaluated using accuracy, 

precision, recall, and F1-score. These are standard metrics used 

in classification tasks: 

• Accuracy: This is the proportion of correct predictions 

(both positive and negative) made by the model out of 

all predictions. The model achieved an accuracy of 

approximately 98.96%, which is relatively high. 

• Precision: Precision refers to the ratio of true positive 

predictions (accurately predicted positives) to all 

positive predictions. The model attained a precision of 

approximately 98.98%, indicating a notably high level 

of accuracy in its positive predictions. 

• Recall: The ratio of correctly predicted positive events 

to all positive occurrences is known as recall, also 

known as sensitivity or true positive rate. The model 

successfully identified positive instances among all of 

the actual positives with an accuracy of about 98.96%, 

according to the recall figure the model attained. 

•  The harmonic mean of these two measurements is 

represented by the F1-score, which balances recall and 

precision. An F1 score that is greater, nearer 1, denotes 

superior performance. In this instance, the model's 

excellent performance is evidenced by its impressive 

F1 score of almost 98.96%. 

Overall, the model has performed well on the test set, with 

high scores on all four metrics. However, it is essential to note 

that these results are specific to the test set and the model's 

configuration. Different test sets or model configurations could 

yield different results. 

 

Table 1: Comparison with existing approaches 

Model 

Memory 

Usage 

(GB) 

Latency 

(ms) 

Validation 

Accuracy (%) 

MobileNetV2 3.14 141.690 30.37 

ResNet50 3.03 784.320 82.78 

Custom CNN (4-

layer) 
1.78 22.245 97.70 

Custom CNN (5-

layer) 
1.14 9.853 95.12 

Custom CNN (8-

layer) 
0.012 16.754 95.12 

Proposed 

WeedFocusNet 
7.42 90.0 99.28 

 

In terms of memory utilization, latency, and validation 

accuracy, Table 1 compares several models. Despite requiring 

the most memory, the "Proposed WeedFocusNet" model 

obtains the best validation accuracy and has a reasonably short 

latency. 
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Figure 5: Visual Representation of Proposed WeedFocusNet with 

existing approaches 

From Figure 5, the Proposed WeedFocusNet has the 

highest memory usage (7.42 GB) and the highest validation 

accuracy (99.28%). Its latency (90.0 ms) is lower than that of 

ResNet50 but higher than the custom CNN models and 

MobileNetV2.  

 
Figure 6. The results of the experiments of Proposed WeedFocusNet 

with existing approaches 

As shown in Figure 6, the outcomes of the experiments carried 

out in this study illustrate the higher performance of the 

suggested WeedFocusNet model, which uses an attention-

driven ResNet152V2 transfer learning strategy for weed 

detection in agricultural fields. 

The model was trained and evaluated on a 

comprehensive dataset of weed and crop images. The training 

process involved fine-tuning the pre-trained ResNet152V2 

model with an attention mechanism, allowing the model to 

focus on the most salient features in an image when making 

predictions. 

To assess the performance of WeedFocusNet, various 

models, including MobileNetV2, ResNet50, and custom CNN 

models with different layer configurations, were employed. 

Remarkably, WeedFocusNet outperformed these models with 

an outstanding validation accuracy of 99.28%. It also 

outperformed the nearest rival, a 4-layer custom CNN, by a 

wide margin and attained 100% validation accuracy. 

WeedFocusNet performed equally to the other models, 

although using a lot more RAM (7.42 GB). However, the 

model's low latency (90.0 ms) suggested it could provide 

predictions immediately. 

These findings show the efficacy of the weed detection 

technique developed by WeedFocusNet, the attention-driven 

ResNet152V2 transfer learning approach. Due to the model's 

accuracy and speed, it is a beneficial tool for automating weed 

detection in farms, which could lead to better resource 

allocation and bigger harvests. In ML, the results also show how 

effective attention and transfer learning mechanisms are when 

data is expensive or scarce. Research examining the possible 

use of this technique in different agricultural fields may help to 

confirm its efficacy and widen its impact. 

V. CONCLUSION 

This paper introduced WeedFocusNet, a groundbreaking 

agriculture weed detection approach using attention-driven 

ResNet152V2 transfer learning. The model demonstrated 

superior accuracy and computational efficiency performance 

compared to baseline methods and existing state-of-the-art 

models. This emphasizes the importance of meticulous 

planning and execution in the model's training and evaluation 

process. Preliminary results suggest that WeedFocusNet holds 

significant potential to revolutionize the field. The model 

outperformed competing models by a considerable margin on 

the test set, achieving an accuracy of 99.28%. The model could 

focus on the most critical aspects of the image by using its 

attention mechanism and transfer learning to draw on its prior 

experience with similar tasks. Combining these resulted in a 

robust and efficient model with exceptional weed classification 

and identification performance. The implications of these 

results are profound for weed detection and the broader field of 

agriculture. WeedFocusNet offers modern farmers a more 

precise and efficient method for weed identification, saving 

time and resources. The success of WeedFocusNet suggests that 

attention-driven transfer learning could be applied to other 

agricultural tasks, further expanding the model's applicability. 

Future research could explore potential enhancements to the 

model's performance, such as refining the attention mechanism 

or the transfer learning approach. Additionally, this method 

could be applied to new agricultural challenges, such as disease 

detection and crop yield prediction. The success of 

WeedFocusNet paves the way for further exploration of 

sophisticated machine-learning techniques in the agricultural 

sector. 
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░ ABSTRACT- Covid has resulted in millions of deaths worldwide, making it crucial to develop fast and safe diagnostic 

methods to control its spread. Chest X-Ray imaging can diagnose pulmonary diseases, including Covid. Most research studies 

have developed single convolution neural network models ignoring the advantage of combining different models. An ensemble 

model has higher predictive accuracy and reduces the generalization error of prediction.   We employed an ensemble of Multi 

Deep Neural Networks models for Covid.19 classification in chest X-Ray scans using Multiclass classification (Covid, 

Pneumonia, and Normal). We improved the accuracy by identifying the best parameters using the sklean Grid search technique 

and implementing it with the Optimized Weight Average Ensemble Model, which allows multiple models to predict. Our 

ensemble model has achieved 95.26% accuracy in classifying the X-Ray images; it demonstrates potential in ensemble models for 

diagnosis using Radiography images. 

 

General Terms: Image Classification, Deep Learning, Neural Networks, Chest X -Rays 
 

Keywords: Covid-19, VGG-16, ResNet50, InceptionV3, Ensemble,  

 

 

 

░ 1. INTRODUCTION 

Since December 2019, the Covid Virus, commonly known as 

the Coronavirus, has spread globally after originating in 

Wuhan, China [1]. Early detection is critical in minimizing the 

spread of the virus, requiring prompt isolation of infected 

individuals. Current screening techniques for COVID-19 

include gene sequencing, blood specimens, and RT-PCR; 

although it has limitations in accuracy [2,3]. The standard 

method for diagnosing the disease is RT.PCR. It is used to 

perceive the occurrence of antibodies against the virus, and 

molecule testing of respiratory sample is recommended for 

diagnose and confirm the virus contagion in the laboratory. 

However, this process is time-consuming and can produce 

false-negative results. Moreover, many developing countries 

cannot conduct large scale covid tests due to their increasing 

cost, which makes immediate diagnosis based on symptoms 

crucial. Treatment for COVID-19 patients is challenging, as 

there is currently no cure, and patients often require hours of 

waiting time [4]. To address these challenges, chest imaging 

has emerged as an alternative to RT-PCR, and a small dataset 

of X-Ray images related to COVID-19 has become helpful 

for training machine learning (ML) algorithms to detect the 

virus automatically [5,6]. With the increase in Computer 

Diagnostic Systems using artificial intelligence systems 

detecting the presence or absence of diseases has become 

faster and more efficient. Deep learning algorithms, 

specifically Convolution Neural Networks (CNNs), have 

shown promise in processing and analyzing medical images 

[7]. Studying new classification algorithms using deep 

learning architectures can help healthcare experts and 

researchers’ persons. Ensemble learning, which combines 

CNN's features, can produce additional accurate metrics such 

as accurateness, recall, and F1 Score. Collaborative systems 

have confirmed high efficiency and usefulness across 

numerous challenging domains [8]. Recently many studies 

have developed different models to predict the disease which 

are depended upon single network these models have 

limitations in predicting accuracy causing generalized errors. 

Recent studies have shown that ensemble models have high 

predicting accuracy which is combination of many base 

models more reliable to produce better results. In this study, 

we propose using an ensemble technique, which combines 

multiple models (VGG16-ResNet50, InceptionV3), to get 

better correctness, precision, recall, and F1 score metrics for 

virus detection using CNNs. We have tested different CNN 

Architectures and combined the top three to create one 

ensemble model using a fully connected neural network. 

Ensemble systems have been successful in various problem 
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domains, and their use in machine learning has gained 

attention from the research community. Our proposed 

approach can help medical professionals in remote areas 

where specialist radiologists cannot provide faster treatment 

for patients with COVID-19. 
 

Author’s contribution in this research is as follows.  

1. The authors used Pre-trained Deep Network learning 

models for multiclass classification with an Optimized 

Weight Average Ensemble Model (OWAE) for the 

classification of disease in Chest X-Rays 

2. The authors implemented extended-based Transfer learning 

models to combine the base classifiers. 

3. The Grid search-based algorithm was used to assign the 

best parameters. 
 

In this paper, we explain a detailed analysis of our proposed 

approach for classification. Section 2 describes the related 

works and section 3 clarifies the dataset, Data Pre-Processing, 

and model techniques. Section 4 explains the performance 

evaluation, evaluation parameters, experimental setup, and 

results of the model; in Section 5, we conclude our study and 

discuss the research. 
 

░ 2. RELATED WORKS 
This section explores the research work and the analysis 

approach of detecting the Covid-19 which is done by various 

authors are explained. According to [9] Ozturk et al. (2020) 

discuss thatVGG-16 was employed on chest X-rays to identify 

COVID-19. The researchers examined 5,941 chest X-ray scans 

from 2,839 individuals, including 3,616 normal, 1,219 

pneumonia, and 1,106 COVID-19 instances. The authors 

reported a total correctness of 98.08%, a compassion of 

99.24%, and a specificity of 95.14% [10]. VGG-16 was 

utilized to analyze COVID-19 on chest X-rays in this 

investigation. The researchers analyzed 2,610 chest X-ray 

scans from 708 patients, comprising 1,170 normal, 800 

pneumonia, and 640 COVID-19 instances. The authors 

reported a correctness of 97.95%, sympathy of 98.6%, and 

specificity of 97.59% [11]. In this work, Inception v3 was 

utilised to notice COVID-19 in chest X-rays. The researchers 

analysed 1,025 chest X-ray scans from 250 patients, including 

700 normal, 100 pneumonia, and 175 COVID-19 instances. 

The authors reported an overall accuracy of 98.3%, sensitivity 

of 98.3%, and specificity of 98.3% [9]. In this work, Inception 

v3 was utilized to detect COVID-19 in chest X-rays. The 

researchers analyzed 866 chest X-ray images from 234 

patients, including 224 normal, 337 pneumonia, and 305 

COVID-19 instances. The authors reported an accuracy of 

97.3%, sensitivity of 98.4%, and specificity of 96.0% [12]. 

According to Singh et al. (2021) ResNet50 was utilized to 

identify COVID-19 on chest X-rays in this investigation. The 

researchers analyzed 2,765 chest X-ray scans from 807 

patients, comprising 1,048 normal, 792 pneumonia, and 925 

COVID-19 instances. The authors reported general exactness 

of 94.2%, sensitivity of 96.5%, and specificity of 91.6% [13]. 

ResNet50 was utilized to diagnose COVID-19 on chest X-rays 

in this investigation. The researchers used a dataset of 19,684 

chest X-ray pictures from 5,865 individuals, including 15,354 

normal, 2,266 pneumonia, and 1,064 COVID-19 cases. The 

authors reported an overall accuracy of 93.5%, sensitivity of 

91.8%, and specificity of 94.8% [14]. ResNet50 was utilized 

to identify COVID-19 on chest X-rays in this investigation. 

The researchers analyzed 6,500 chest X-ray scans from 2,943 

patients, including 4,192 normal, 1,003 pneumonia, and 1,305 

COVID-19 instances. The authors reported an overall 

correctness of 98.08%, sensitivity of 98.14%, and specificity 

of 98.03% [15]. In this study, an ensemble model 

incorporating Vgg-16, Inception v3, and ResNet50 was 

employed to diagnose virus in chest X-rays. The researchers 

used a collection of 16,756 chest X-ray pictures from 4,356 

individuals, including 7,663 normal, 4,295 pneumonia, and 

4,798 COVID-19 cases. The authors reported an overall 

correctness of98.5%, sensitivity of 98.2%, and specificity of 

98.8%.[16] 
 

░ 3. MATERIALS AND METHODS 
Methodology is discussed in 3.3, 3.4, 3.5, and 3.6. 
 

3.1 Dataset narrative 
The customized Dataset of Chest Radiography Images (X-

Rays) contains three classes that are filtered and combined to 

make it final. 
 

The dataset was taken from Kaggle and GitHub, and the 

image types were filtered. The dataset contains Covid, 

Normal, and Pneumonia Cases Chest X-Rays Images. A brief 

information about the dataset is given in table1:  
 

░ Table 1: Covid Dataset: Class Distribution in training 

and testing to evaluate the proposed Model. 

 

3.2 Data Pre-Processing   
In the context of deep learning model, the model requires the 

input Image to be of a fixed size, but the CXR images in our 

dataset have different sizes and shapes. Initially, the CXR 

images in our dataset varied in size, with dimensions ranging 

from 400×300. To ensure consistency and facilitate 

processing, we resized all CXR samples in the dataset to a 

standard size of 224 x 224. The total number of samples used 

in the dataset is 3792. 
 

3.3 Transfer Learning Technique  
Training state-of-the-art deep convolution models requires 

many parameters and large datasets. However, more large 

datasets are unavailable for analyzing medical images due to 

privacy concerns. As a result, researchers have been using 

transfer learning techniques to train their models on smaller 

datasets. Many pre-trained models have been made available 

for reuse by different research groups [17, 18], with most 

being already trained on the ImageNet dataset [19]. This study 

used the pre-trained models VGG16, InceptionV3, and 

ResNet50 for multiclass classification. We removed the fully 

connected layers from the State-Of-Art models to decrease the 
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number of layers and added dense layers with fewer filters. 

We also froze the weights of these models and only trained the 

newly added layers for the ending consequences. 
 

3.4 Improved Weighted Average Ensemble 

Technique 
Although research has shown that ensemble models can 

outperform a single model [20], many studies still rely on 

individual models for classification results. However, research 

experts often use collaborative models to improve 

consequences because a single model may only extract some 

relevant features from a dataset. This study utilized an 

optimized biased regular ensemble technique for multi-

classification. The average ensemble method is weighted 

equally for generating predictions by assigning weights to 

each model based on its contribution. To determine the 

optimal weights, a grid search technique was employed. 
 

3.5 Grid Search Optimization 
The ‘GridSearchCV’ function in sklearn [21] enables the grid 

search-based algorithm to classify the optimal hyper 

parameters. Although there have been many suggested hyper 

parameter optimization methods and years of scientific 

research into global optimization, grid search remains state-of-

the-art due to its easy implementation and ability to find much 

better solutions than manual sequential optimization. It also 

offers better reliability and is suitable for low-dimensionality 

problems. 
 

3.6 Model Architecture  
In this study, the CNN model comprises two blocks: the 

feature extraction, fully connected block. To leverage the 

learned features from pre-trained CNN models, we employ the 

feature extraction blocks of VGG-16, InceptionV3, and 

ResNet50 for classification. We removed last layers and 

subsequently added global average pooling (GAP), Flatten, 

and dense layer and dropout layers after the feature extraction 

block. Specifically, we add a single dense layer with 512 

neurons and a dropout rate of 20%. This dropout layer acts as 

a regularize and prevent over fitting of the model. We freeze 

the masses of the feature extraction stages and only train the 

left-over layers on the Chest X-Ray dataset. Finally, we use 

the dense layer along with a softmax function and save the 

models then perform summation of models and perform 

averaging using np.argmax 
 

░ 4. Performance Evaluation 
Section 4.1 details various evaluation metrics and their 

formulations, whereas Section 4.2 outlines the new setup. In 

Section 4.3, the results of three class multi classification 

analysis are presented and discussed. 
 

4.1 Evaluation Parameters 
To assess the organization presentation of deep convolution 

neural network models, a confusion matrix can be used to 

present the factual and foretold labels in a tabular format. 

Since the confusion matrix, parameters such as sensitivity and 

recall, precision, F1-score, and accuracy container be 

calculated. The corresponding formulations for computing 

these parameters are provided below. 
 

TP: the model predicts the true class as true. 

TN: the model predicts the false class as false 

FP:  the model wrongly predicts the true class. 

FN: the model wrongly predicts the false class. 
 

Accuracy: the proportion of the quantity of precise predictions 

complete by the model to the total amount of predictions made. 
 

Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (1) 

 

Precision: defined as the ratio of true positive predictions to all 

of the model positive predictions. 
 

Precision = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
    (2) 

 

Recall: it is defined as the proportion of true positive predictions 

to the total number of actual positive samples. 
 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (3) 

 

F1-score: it is a harmonic mean of precision and recall. 
 

           F-1 Score = 
2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (4) 

 

 
Figure 1: Confusion Matrix. 

 

 
Figure 2. Classification Report. 
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Figure 3: Architecture Diagram of The Proposed Ensemble Model 
 

Algorithm#1: Covid-19 classification using optimized 

weighted Average Ensemble model. 
 

 

 
Figure 4: Epoch Vs Accuracy, Epoch Vs Loss Graphs 

 
Figure 5: Sample Chest X- Ray Images 

 

4.2 Investigational Setup 
The Google Colaboratory is being used which offers 12GB 

RAM and an NVIDIA Tesla K80 GPU for 8 hours, was cast-

off to train and exam the models. Categorical cross-entropy 

loss functions, “Adam” optimizer with a Learning rate of 

0.001 were employed for multi-class classification. Using a 

batch size of 32, the models were qualified for 25 epochs, and 

early stopping was used to avoid over fitting. The tolerance for 

early stopping was set at three iterations, meaning training 

would end if validation loss did not decrease over those 

iterations' next three. The performance of multi-class 

classification is shown in figures 1 and 2. 
 

4.3 Results 
The study's results are presented in this section. 4 For multi-

class classification, three state-of-art models—VGG-16, 

InceptionV3, and ResNet50—were initially assessed. In order 

to improve performance, the models were then integrated and 

adjusted using the weighted average method. For multiclass 

classification, VGG-16, ResNet50, and InceptionV3 are each 

evaluated separately and then added to an ensemble model 

using the aggregate average technique for greater accuracy and 

prediction. As already noted, the effectiveness of an ensemble 

model for multi-class organization was evaluated by means of 

an optimized weighted average grid search was done to find 

the best weights. Figure 3 illustrates the ensemble model's 

architecture. 

 

░ 5. DISCUSSION 
In this paper, we have developed an ensemble model with 

three pre trained models i.e., VGG16, InceptionV3 and 

ResNet50 We have used this opportunity to tailor this state-of-

art models according to our dataset and hyper tuned its 

parameters with grid search algorithms. We have tried to 

reduce the layers and computational time. The main agenda of 

this algorithm to utilize State-of-Art models and customize 

them to our requirement with best optimized parameters using 

grid search algorithm. 

 

░ 6. CONCLUSION  

In this study, we have developed an ensemble model for 

Covid19 recognition in Chest X-Ray images. Ensemble 

models were classified as best models compare to single 

convolution neural network models. We have received an 

average rate accuracy of 95.26% for multiclass classification. 

We have used an optimized weighted average ensemble model 

along with a grid search algorithm for better hyper parameters. 
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These types of models help doctors where specialized 

radiologists are not readily accessible.  
 

░ Table 2: Comparative study with existing and various 

techniques 
Author Method Advantage Disadvantage 

Ismael et 

al. [22] 

ResNet50 and 

SVM 

ResNet50 and 

SVM is good with 
computational cost 

The present 

technique is 
not suitable for the 

large number of 

datasets. 

Jain et al. 
[23] 

Models used are  
InceptionV3, 

Xception, and 

ResNeXt models 

Multi-class 
classification, a 

variety of models 

have been 
developed. 

Xception model did 

incredibly well, 
with a precision of 

97.97%. 

The best 
accurateness was 

got due to over 

fitting and 
duplicate 

imageries used in 

the dataset, 

Saddam 
Khan 

et al. [24] 

COVIDRENet-1 
and 

COVIDRENet-2 

CNN 
models. 

Authors used 
region edge-based 

techniques to better 

extract features 
from an image. 

To calculate the 
robustness of the 

suggested method, 

multi-class 
organization will 

also be used. 

Moreover, the 
balanced dataset 

may include 

duplicate photos. 

Bejoy et al 

[25] 

Multi-CNN 

model 

Used various CNN 

model to receive 

better accuracy 

All possible 

combinations 

were not 
performed 

Our 
Model 

(Existing) 

VGG16+ResNet
50+InceptionV3 

Less layers with 
optimized hyper 

tuning parameters 

with grid search 
with better 

accuracy with less 

computational cost 

Need to be test on 
large dataset 
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